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I N T R O D U C T I O N

Homotopy theory is the study of topological spaces with ho-
motopy equivalences. Recall that a homeomorphism is given
by two maps f : X ⇄ Y : g such that the both compositions
are equal to identities. A homotopy equivalence weakens this
by requiring that the compositions are only homotopic to the
identities. Equivalent spaces will often have equal invariants.

Typical examples of such homotopy invariants are the homol-
ogy groups Hn(X) and the homotopy groups πn(X). The latter
is defined as the set of continuous maps Sn → X up to homo-
topy. Despite the easy definition, the groups πn(Sk) are very
hard to calculate and much of it is even unknown as of today.

In rational homotopy theory one simplifies these invariants.
Instead of considering Hn(X) and πn(X), we consider the ra-
tional homology groups Hn(X; Q) and the rational homotopy
groups πn(X)⊗Q. In fact, these groups are Q-vector spaces,
and hence contain no torsion information. This disadvantage
of losing some information is compensated by the fact that it is
easier to calculate these invariants.

The first steps towards this theory were taken by Serre in the
1950s. In [Ser53] he successfully calculated the torsion-free part
of πn(Sk) for all n and k. The outcome was remarkably easy
and structured.

The fact that the rational homotopy groups of the spheres are
so simple led other mathematician believe that there could be a
simple description for all of rational homotopy theory. The first
to successfully give an algebraic model for rational homotopy
theory was Quillen in the 1960s [Qui69]. His approach, how-
ever, is quite complicated. The equivalence he proves passes
through four different model categories. Not much later Sul-
livan gave an approach which resembles some ideas from de
Rahm cohomology [SR05], which is of a more geometric nature.
The theory of Sullivan is the main subject of this thesis.

The most influential paper is from Bousfield and Gugenheim
which combines Quillen’s abstract machinery of model cate-
gories with the approach of Sullivan [BG76]. Being only a pa-
per, it does not contain a lot of details, which might scare the
reader at first.
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There is a much newer book by Félix, Halperin and Thomas
[FHT01]. This book covers much more than the paper from
Bousfield and Gugenheim but does not use the theory of model
categories. On one hand, this makes the proofs more elemen-
tary, on the other hand it may obscure some abstract construc-
tions. This thesis will provide a middle ground. We will use
model categories, but still provide a lot of detail.

After some preliminaries, this thesis will start with some of
the work from Serre in Chapter 2. We will avoid the use of
spectral sequences. The theorems are more specific than we
actually need and there are easier, more abstract ways to prove
what we need. But these theorems in their current form are
nice on their own rights, and so they are included in this thesis.

The next chapter (Chapter 3) describes a way to localize a
space directly, in the same way we can localize an abelian group.
This technique allows us to consider ordinary homotopy equiv-
alences between the localized spaces, instead of rational equiv-
alences, which are harder to grasp.

The longest chapter is Chapter 4. In this chapter we will de-
scribe commutative differential graded algebras and their ho-
motopy theory. One can think of these objects as rings which
are at the same time cochain complexes. Not only will we de-
scribe a model structure on this category, we will also explicitly
describe homotopy relations and homotopy groups.

In Chapter 5 we define an adjunction between simplicial sets
and commutative differential graded algebras. It is here that
we see a result similar to the de Rahm complex of a manifold.

Chapter 6 brings us back to the study of commutative differ-
ential graded algebras. In this chapter we study to so called
minimal models. These models enjoy the property that homo-
topically equivalent minimal models are actually isomorphic.
Furthermore their homotopy groups are easily calculated.

The main theorem is proven in Chapter 7. The adjunction
from Chapter 5 turns out to induce an equivalence on (sub-
categories of) the homotopy categories. This unifies rational
homotopy theory of spaces with the homotopy theory of com-
mutative differential graded algebras.

Finally we will see some explicit calculations in Chapter 8.
These calculations are remarkable easy. To prove for instance
Serre’s result on the rational homotopy groups of spheres, we
construct a minimal model and read off their homotopy groups.
We will also discuss related topics in Chapter 9 which will con-
clude this thesis.
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preliminaries and notation We assume the reader is
familiar with category theory, basics from algebraic topology
and the basics of simplicial sets. Some knowledge about differ-
ential graded algebra (or homological algebra) and model cat-
egories is also assumed, but the reader may review some facts
on homological algebra in Appendix A and facts on model cat-
egories in Appendix B.

We will fix the following notations and categories.

• Ik will denote a field of characteristic zero. Modules, ten-
sor products, . . . are understood as Ik-vector spaces, ten-
sor products over Ik, . . . .

• HomC(A, B) will denote the set of maps from A to B in
the category C. The subscript C may occasionally be left
out.

• Top: category of topological spaces and continuous maps.
We denote the full subcategory of r-connected spaces by
Topr, this convention is also used for other categories.

• Ab: category of abelian groups and group homomorphisms.

• sSet: category of simplicial sets and simplicial maps. More
generally we have the category of simplicial objects, sC,
for any category C. We have the homotopy equivalence
| − | : sSet ⇄ Top : S to switch between topological
spaces and simplicial sets.

• DGAIk: category of non-negatively differential graded al-
gebras over Ik (as defined in the appendix) and graded
algebra maps. As a shorthand we will refer to such an ob-
ject as dga. Furthermore CDGAIk is the full subcategory
of DGAIk of commutative dga’s (cdga’s).
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Part I

B A S I C S O F R AT I O N A L H O M O T O P Y
T H E O RY



1
R AT I O N A L H O M O T O P Y T H E O RY

In this section we will state the aim of rational homotopy the-
ory. Moreover we will recall classical theorems from algebraic
topology and deduce rational versions of them.

In the following definition space is to be understood as a topo-
logical space or a simplicial set.

Definition 1.0.1. A 0-connected space X with abelian funda-
mental group is a rational space if

πi(X) is a Q-vector space ∀i > 0.

The full subcategory of rational spaces is denoted by TopQ (or
sSetQ when working with simplicial sets).

Definition 1.0.2. We define the rational homotopy groups of a
0-connected space X with abelian fundamental group as:

πi(X)⊗Q ∀i > 0.

In order to define the tensor product π1(X)⊗Q we need that
the fundamental group is abelian, the higher homotopy groups
are always abelian. There is a more general approach using
nilpotent groups, which admit Q-completions [BG76]. Since this
is rather technical we will often restrict ourselves to spaces as
above or even simply connected spaces.

Note that for a rational space X, the ordinary homotopy
groups are isomorphic to the rational homotopy groups, i.e.
πi(X)⊗Q ∼= πi(X).

Definition 1.0.3. A map f : X → Y is a rational homotopy equiva-
lence if πi( f )⊗Q is a linear isomorphism for all i > 0.

Definition 1.0.4. A map f : X → X0 is a rationalization if X0 is
rational and f is a rational homotopy equivalence.

Note that a weak equivalence is always a rational equivalence.
Furthermore if f : X → Y is a map between rational spaces,
then f is a rational homotopy equivalence if and only if f is a
weak equivalence.

The theory of rational homotopy is the study of spaces with
rational equivalences. Quillen defines a model structure on sim-
ply connected simplicial sets with rational equivalences as weak
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1.1 classical results from algebraic topology

equivalences [Qui69]. This means that there is a homotopy cat-
egory HoQ(sSet1). However we will later prove that every sim-
ply connected space has a rationalization, so that HoQ(sSet1) =
Ho(sSet1,Q) are equivalent categories. This means that we do
not need the model structure defined by Quillen, but we can
just restrict ourselves to rational spaces with ordinary weak
equivalences.

1.1 classical results from algebraic topology

We will now recall known results from algebraic topology, with-
out proof. One can find many of these results in basic text
books, such as [May99, Dol72].

Theorem 1.1.1. (Relative Hurewicz Theorem) For any inclusion of
spaces Y ⊂ X and all i > 0, there is a natural map

hi : πi(X, Y) → Hi(X, Y).

If furthermore (X, Y) is n-connected (n > 0), then the map hi is an
isomorphism for all i ≤ n + 1.

Theorem 1.1.2. (Long Exact Sequence of Homotopy Groups) Let
f : X → Y be a Serre fibration, then there is a long exact sequence:

· · · ∂−→ πi(F) i∗−→ πi(X)
f∗−−→ πi(Y)

∂−→ · · · → π0(Y) → ∗,

where F is the fiber of f .

Using an inductive argument and the previous two theorems,
one can show the following theorem (as for example shown
in [GM13]).

Theorem 1.1.3. (Whitehead Theorem) For any map f : X → Y
between 1-connected spaces, πi( f ) is an isomorphism ∀0 < i < r if
and only if Hi( f ) is an isomorphism ∀0 < i < r. In particular we see
that f is a weak equivalence if and only if it induces an isomorphism
on homology.

The following two theorems can be found in textbooks about
homological algebra such as [Wei95, Rot09]. Note that when
the degrees are left out, H(X; A) denotes the graded homology
module with coefficients in A.

Theorem 1.1.4. (Universal Coefficient Theorem) For any space X
and abelian group A, there are natural short exact sequences

0 → Hn(X)⊗ A → Hn(X; A) → Tor(Hn−1(X), A) → 0,

0 → Ext(Hn−1(X), A) → Hn(X; A) → Hom(Hn(X), A) → 0.
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1.2 consequences for rational homotopy theory

Theorem 1.1.5. (Künneth Theorem) For spaces X and Y, there is a
short exact sequence

0 // H(X; A)⊗ H(Y; A) // H(X × Y; A) // Tor∗−1(H(X; A), H(Y; A)) // 0 ,

where the H(X; A), H(X; A) and their tensor product are consid-
ered as graded modules. The Tor group is graded as Torn(A, B) =⊕

i+j=n(Ai, Bj).

1.2 consequences for rational homotopy theory

The latter two theorems have a direct consequence for rational
homotopy theory. By taking A = Q we see that the torsion
groups vanish. We have the immediate corollary.

Corollary 1.2.1. We have the following natural isomorphisms in ra-
tional homology, and we can relate rational cohomology naturally to
rational homology

H∗(X)⊗Q
∼=−→ H∗(X; Q),

H∗(X; Q)⊗ H∗(Y; Q)
∼=−→ H∗(X × Y; Q),

H∗(X; Q)
∼=−→ Hom(H∗(X); Q).

The long exact sequence for a Serre fibration also has a direct
consequence for rational homotopy theory.

Corollary 1.2.2. Let f : X → Y be a Serre fibration with fiber F, all
0-connected with abelian fundamental group, then there is a natural
long exact sequence of rational homotopy groups:

· · · ∂−→ πi(F)⊗Q
i∗−→ πi(X)⊗Q

f∗−−→ πi(Y)⊗Q
∂−→ · · · .

In the next sections we will prove the rational Hurewicz and
rational Whitehead theorems. These theorems are due to Serre
[Ser53].
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2
S E R R E T H E O R E M S M O D C

In this section we will prove the Whitehead and Hurewicz theo-
rems in a rational context. Serre proved these results in [Ser53].
In his paper he considered homology groups ‘modulo a class of
abelian groups’. In our case of rational homotopy theory, this
class will be the class of torsion groups.

Definition 2.0.3. A class C ⊂ Ab is a Serre class if

• for all exact sequences 0 → A → B → C → 0 if two
abelian groups are in C, then so is the third,

• for all A ∈ C the tensor product A⊗ B is in C for any
abelian group B,

• for all A ∈ C the Tor group Tor(A, B) is in C for any
abelian group B, and

• for all A ∈ C the group homology Hi(A; Z) is in C for all
positive i.

Serre gave weaker axioms for his classes and proves some of
the following lemmas only using these weaker axioms. How-
ever the classes we are interested in do satisfy the above
(stronger) requirements. One should think of a Serre class as a
class of groups we want to ignore.

Example 2.0.4. We give three Serre classes without proof.

• The class C = {0}. With this class the following Hurewicz
and Whitehead theorem will just restate be the classical
theorems.

• The class C of all torsion groups. Using this class we can
prove the rational version of the Hurewicz and Whitehead
theorems.

• The class C of all uniquely divisible groups. Note that
these groups can be given a unique Q-vector space struc-
ture (and conversely every Q-vector space is uniquely di-
visible).
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serre theorems mod C

The first three axioms of Serre classes are easily checked. For
the group homology we find a calculation of the group homol-
ogy of cyclic groups in [Moe08]. The group homology itself is
also a torsion group, this result extends to all torsion groups.
As noted by Hilton in [Hil04] we think of Serre classes as a gen-
eralized 0. This means that we can also express some kind of
generalized injective and surjectivity. Here we only need the
notion of a C-isomorphism:

Definition 2.0.5. Let C be a Serre class and let f : A → B be
a map of abelian groups. Then f is a C-isomorphism if both the
kernel and cokernel lie in C.

Note that the maps 0 → C and C → 0 are C-isomorphisms
for any C ∈ C. More importantly the 5-lemma also holds for
C-isos and we have the 2-out-of-3 property: whenever f , g and
g ◦ f are maps such that two of them are C-iso, then so is the
third.

In the following arguments we will consider fibrations and
need to compute homology thereof. Unfortunately there is
no long exact sequence for homology of a fibration, however
the following lemma expresses something similar. It is usually
proven with spectral sequences, [Ser53, Ch. 2 Thm 1]. However
in [KK04] we find a more geometric proof for rational coeffi-
cients, which we generalize here to Serre classes.

Lemma 2.0.6. Let C be a Serre class and p : E ↠ B be a fibration
between 0-connected spaces with a 0-connected fiber F. If H̃i(F) ∈ C
for all i < n and B is m-connected, then

• Hi(E, F) → Hi(B, b0) is a C-iso for i ≤ n + m and

• Hi(E) → Hi(B) is a C-iso for all i < n + m.

Proof. We will first replace the fibration by a fiber bundle. This
is done by going to simplicial sets and replace the induced
map by a minimal fibration as follows. The fibration p in-

duces a fibration S(E)
S(p)−−−→ S(B), which can be factored as

S(E) ≃−→ M ↠ S(B), where the map M ↠ S(B) is minimal
and hence a fiber bundle [JT99]. By realizing we obtain the
following diagram:

|M|

����

|S(E)|≃oo ≃ //

����

E

����

|S(B)| |S(B)|
id

oo ≃ // B
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serre theorems mod C

The fibers of all fibrations are weakly equivalent by the long
exact sequence, so the assumptions of the lemma also hold for
the fiber bundle. To prove the lemma, it is enough to do so for
the fiber bundle |M| ↠ |S(B)|.

So we can assume E and B to be a CW complexes and E ↠ B
to be a fiber bundle. We will do induction on the skeleton Bk.
By connectedness we can assume B0 = {b0}. Restrict E to Bk

and note E0 = F. Now the base case is clear: Hi(E0, F) →
Hi(B0, b0) is a C-iso.

For the induction step, consider the long exact sequence in
homology for the triples (Ek+1, Ek, F) and (Bk+1, Bk, b0):

· · · // Hi+1(Ek+1, Ek) //

��

Hi(Ek, F) //

��

Hi(Ek+1, F) //

��

· · ·

· · · // Hi+1(Bk+1, Bk) // Hi(Bk, b0) // Hi(Bk+1, b0) // · · ·

The morphism in the middle is a C-iso by induction. We will
prove that the left morphism is a C-iso which implies by the
five lemma that the right morphism is one as well.

As we are working with relative homology Hi+1(Ek+1, Ek),
we only have to consider the interiors of the (k + 1)-cells (by
excision). Each interior of a (k + 1)-cell is a product, as p is a
fiber bundle. So we note that we have an isomorphism:

Hi+1(Ek+1, Ek) ∼= Hi+1(⨿
α

Dk+1
α × F, ⨿

α

Sk
α × F).

Now we can apply the Künneth theorem for this product to
obtain a natural short exact sequence, furthermore we apply
the Künneth theorem for (Bk+1, Bk)×∗ to obtain a second short
exact sequence as follows.

0 // (H(Bk+1, Bk)⊗ H(F))i+1

p′

��

// Hi+1(Ek+1, Ek)

p∗

��

// Tor(H(Bk+1, Bk), H(F))i

p′′

��

// 0

0 // Hi+1(Bk+1, Bk) // Hi+1(Bk+1, Bk) // 0 // 0

Now it remains to show that p′ and p′′ are C-iso, as it will then
follow from the five lemma that p∗ is a C-iso.

First note that p′ is surjective as it is an isomorphism on the
subspace Hi+1(Bk+1, Bk)⊗ H0(F). Its kernel on the other hand
is precisely given by the terms Hi+1−q(Bk+1, Bk)⊗ Hq(F) for
q > 0. By assumption we have Hq(F) ∈ C for all 0 < q < n
and Hi+1(Bk+1, Bk) = 0 for all i + 1 ≤ m. By the tensor axiom
of a Serre class the kernel is in C for all i < n + m. So indeed p′

is a C-iso for all i < n + m.
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serre theorems mod C

For p′′ a similar reasoning holds, it is clearly surjective and
we only need to prove that the kernel of p′′ (which is the Tor
group itself) is in C. First notice that Tor(Hi(Bk+1, Bk), H0(F)) =
0 as H0(F) ∼= Z. Then consider the other terms of the graded
Tor group. Again we use the assumed bounds to conclude that
the Tor group is in C for i ≤ n + m. So indeed p′′ is a C-iso for
all i ≤ n + m.

Now we conclude that p∗ : Hi+1(Bk+1, Bk) → Hi+1(Ek+1, Ek)
is indeed a C-iso for all i < n + m. And by the long exact se-
quence of triples shown above we get a C-iso p∗ : Hi(Ek+1, F) →
Hi(Bk+1, b0) for all i ≤ n + m. This finished the induction on k.

This concludes that Hi(E, F) → Hi(B, b0) is a C-iso and by an-
other application of the long exact sequence (of the pair (E, F))
and the five lemma we get the C-iso Hi(E) → Hi(B).

Lemma 2.0.7. Let C be a Serre class and G ∈ C. Then for all n > 0
and all i > 0 we have Hi(K(G, n)) ∈ C.

Proof. We prove this by induction on n. The base case n = 1
follows from group homology. By considering the nerve of G
we can construct K(G, 1). This construction can be related to
the bar construction as found in [Moe08]. This then identifies
the homology of the Eilenberg-MacLane space with the group
homology which is in C by the axioms:

Hi(K(G, 1); Z) ∼= Hi(G; Z) ∈ C.

Suppose we have proven the statement for n. If we consider
the case of n + 1 we can use the path fibration to relate it to the
case of n:

ΩK(G, n + 1) → PK(G, n + 1) ↠ K(G, n + 1)

Now ΩK(G, n + 1) = K(G, n), and we can apply Lemma 2.0.6
as the reduced homology of the fiber is in C by induction hy-
pothesis. Conclude that the homology of PK(G, n + 1) is C-
isomorphic to the homology of K(G, n). Since H̃∗(PK(G, n +
1)) = 0, we get H̃∗(K(G, n + 1)) ∈ C.

For the main theorem we need the following decomposition
of spaces. The construction can be found in [Ser53] or [KK04].

Lemma 2.0.8. (Whitehead tower) We can decompose a 0-connected
space X into fibrations:

· · · ↠ X(n + 1) ↠ X(n) ↠ X(n − 1) ↠ · · · ↠ X(1) = X,

such that:
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serre theorems mod C

• K(πn(X), n − 1) ↪→ X(n + 1) ↠ X(n) is a fiber sequence.

• There is a space X′
n weakly equivalent to X(n) such that

X(n + 1) ↪→ X′
n ↠ K(πn(X), n) is a fiber sequence.

• X(n) is (n − 1)-connected and πi(X(n)) → πi(X) is an iso-
morphism for all i ≥ n.

Theorem 2.0.9. (Absolute Serre-Hurewicz Theorem) Let C be a Serre
class. Let X a 1-connected space. If πi(X) ∈ C for all i < n, then
Hi(X) ∈ C for all i < n and the Hurewicz map h : πi(X) → Hi(X)
is a C-isomorphism for all i ≤ n.

Proof. We will prove the lemma by induction on n. Note that
the base case (n = 1) follows from the 1-connectedness.

For the induction step we may assume that Hi(X) ∈ C for
all i < n − 1 and that hn−1 : πn−1(X) → Hn−1(X) is a C-iso by
induction hypothesis. Furthermore the theorem assumes that
πn−1(X) ∈ C and hence we conclude Hn−1(X) ∈ C.

It remains to show that hn is a C-iso. Use the Whitehead
tower from Lemma 2.0.8 to obtain · · · ↠ X(3) ↠ X(2) = X.
Note that each X(j) is 1-connected and that X(2) = X(1) = X.

Claim 2.0.10. For all j < n and i ≤ n the induced map
Hi(X(j + 1)) → Hi(X(j)) is a C-iso.

Note that X(j+ 1) ↠ X(j) is a fibration with F = K(πj(X), j−
1) as its fiber. So by Lemma 2.0.7 we know Hi(F) ∈ C for all i.
Apply Lemma 2.0.6 to obtain a C-iso Hi(X(j + 1)) → Hi(X(j))
for all j < n and all i > 0. This proves the claim.

Considering this claim for all j < n gives a chain of C-isos
Hi(X(n)) → Hi(X(n − 1)) → · → Hi(X(2)) = Hi(X) for all
i ≤ n. Consider the following diagram:

πn(X(n))
∼= //

∼=
��

Hn(X(n))

C−iso
��

πn(X) // Hn(X)

where the map on the top is an isomorphism by the classical
Hurewicz theorem (and X(n) is (n − 1)-connected), the map
on the left is an isomorphism by the Whitehead tower and the
map on the right is a C-iso by the claim.

It follows that the bottom map is a C-iso.

Theorem 2.0.11. (Relative Serre-Hurewicz Theorem) Let C be a Serre
class. Let A ⊂ X be 1-connected spaces such that π2(A) → π2(X)
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serre theorems mod C

is surjective. If πi(X, A) ∈ C for all i < n, then Hi(X, A) ∈ C
for all i < n and the Hurewicz map h : πi(X, A) → Hi(X, A) is a
C-isomorphism for all i ≤ n.

Proof. Note that we can assume A ̸= ∅. We will prove by in-
duction on n, the base case again follows by 1-connectedness.

Let PX be that path space on X and Y ⊂ PX be the subspace
of paths of which the endpoint lies in A. Now we get a fibration
(of pairs) by sending the path to its endpoint:

p : (PX, Y) ↠ (X, A),

with ΩX as its fiber. We get long exact sequences of homotopy
groups of the triples ΩX ⊂ Y ⊂ PX and ∗ ∈ A ⊂ X:

πi(Y, PX) //

��

πi(PX, ΩX) //

��

πi(PX, Y) //

��

πi−1(Y, ΩX) //

��

πi−1(PX, ΩX)

��

πi(A, ∗) // πi(X, ∗) // πi(X, A) // πi−1(A, ∗) // πi−1(X, ∗)

The outer vertical maps are isomorphisms (again by a long ex-
act sequence argument), hence the center vertical map is an
isomorphism. Furthermore πi(PX) = 0 as it is a path space,
hence πi−1(Y) ∼= πi(PX, Y) ∼= πi(X, A). By assumption we
have π1(X, A) = π2(X, A) = 0. So Y is 1-connected. Further-
more πi−1(Y) ∈ C for all i < n.

Now we can use the previous Serre-Hurewicz theorem to

conclude Hi−1(Y) ∈ C for all i < n and πn−1(Y)
h−→ Hn−1(Y)

is an C-iso. We are in the following situation:

πn−1(Y)

C-iso
��

πn(PX, Y)
∼=oo

∼= //

��

πn(X, A)

��

Hn−1(Y) Hn(PX, Y)
∼=oo C-iso // Hn(X, A)

The horizontal maps on the left are isomorphisms by long exact
sequences, this gives us that the middle vertical map is a C-
iso. The horizontal maps on the right are C-isos by the above
and a relative version of Lemma 2.0.6. Now we conclude that
πn(X, A) → Hn(X, A) is also a C-iso and that Hi(X, A) ∈ C for
all i < n.

Theorem 2.0.12. (Serre-Whitehead Theorem) Let C be a Serre class.
Let f : X → Y be a map between 1-connected spaces such that π2( f )
is surjective. Then πi( f ) is a C-iso for all i < n ⇐⇒ Hi( f ) is a
C-iso for all i < n.
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2.1 for rational equivalences

Proof. Consider the mapping cylinder B f of f , i.e. factor the
map f as a cofibration followed by a trivial fibration f : A ↪→
B f ↠ B. The inclusion A ⊂ B f gives a long exact sequence of
homotopy groups and homology groups:

· · · // πi+1(B f , A) //

��

πi(A)
f∗

//

��

πi(B) //

��

πi(B f , A) //

��

· · ·

· · · // Hi+1(B f , A) // Hi(A)
f∗

// Hi(B) // Hi(B f , A) // · · ·

We now have the equivalence of the following statements:

1. πi( f ) is a C-iso for all i < n

2. πi(B f , A) ∈ C for all i < n

3. Hi(B f , A) ∈ C for all i < n

4. Hi( f ) is a C-iso for all i < n.

Where (1) ⇐⇒ (2) and (3) ⇐⇒ (4) hold by exactness and (2)
⇐⇒ (3) by the Serre-Hurewicz theorem.

2.1 for rational equivalences

Lemma 2.1.1. Let C be the Serre class of all torsion groups. Then f
is a C-iso ⇐⇒ f ⊗Q is an isomorphism.

Proof. First note that if C ∈ C then C ⊗Q = 0.
Then consider the exact sequence

0 → ker( f ) → A
f−→ B → coker( f ) → 0

and tensor this sequence with Q. In this tensored sequence the
kernel and cokernel vanish if and only if f ⊗Q is an isomor-
phism.

Combining this lemma and Theorem 2.0.9 we get the follow-
ing corollary for rational homotopy theory:

Corollary 2.1.2. (Rational Hurewicz Theorem) Let X be a 1-connected
space. If πi(X)⊗Q = 0 for all i < n, then Hi(X; Q) = 0 for all
i < n. Furthermore we have an isomorphism for all i ≤ n:

πi(X)⊗Q
∼=−→ Hi(X; Q)

By using the class of Q-vector spaces we get a dual theorem.
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2.1 for rational equivalences

Corollary 2.1.3. (Rational Hurewicz Theorem 2) Let X be a 1-connected
space. The homotopy groups πi(X) are Q-vector spaces for all i > 0
if and only if Hi(X) are Q-vector spaces for all i > 0.

Theorem 2.0.12 also applies verbatim to rational homotopy
theory. However we would like to avoid the assumption that
π2( f ) is surjective. In [FHT01] we find a way to work around
this.

Corollary 2.1.4. (Rational Whitehead Theorem) Let f : X → Y be
a map between 1-connected spaces. Then f is a rational equivalence
⇐⇒ H∗( f ; Q) is an isomorphism.

Proof. We will replace f by some map f1 which is surjective
on π2. First consider Γ = π2(Y)/ im(π2( f )) and its Eilenberg-
MacLane space K = K(Γ, 2). There is a map q : Y → K inducing
the projection map π2(q) : π2(Y) → Γ.

We can factor q as

Y ≃λ //

q ��
>>

>>
Y ×K MK

qxxxxqqq
qqq

K

Where MK is the Moore path space and q is induced by the
map sending a path to its endpoint. Now qλ f is homotopic to
the constant map, so there is a homotopy h : qλ f ∼ ∗ which we
can lift against the fibration q to a homotopy h′ : λ f ∼ f1 with
q f1 = ∗. In other words f1 lands in the fiber of q.

We get a commuting square when applying π2:

π2(X)
π2( f1)

//

π2( f )
��

π2(Y ×K PK)

π2(i)
��

π2(Y)
∼= // π2(Y ×K MK)

The important observation is that by the long exact sequence
π∗(i)⊗Q and H∗(i; Q) are isomorphisms (here we use that
Γ⊗Q = 0 and that tensoring with Q is exact). So by the above
square π∗( f1)⊗Q is an isomorphism if and only if π∗( f )⊗Q

is (and similarly for homology). Finally we note that π2( f1) is
surjective, so Theorem 2.0.12 applies and the result also holds
for f .

13



3
R AT I O N A L I Z AT I O N S

In this section we will prove the existence of rationalizations
X → XQ. We will do this in a cellular way. The n-spheres
play an important role here, so their rationalizations will be
discussed first. In this section 1-connectedness of spaces will
play an important role.

3.1 rationalization of sn

We will construct Sn
Q as an infinite telescope, as depicted for

n = 1 in the following picture.

The space will consist of multiple copies of Sn, one for each
k ∈ N>0, glued together by (n + 1)-cells. The role of the kth
copy (together with the gluing) is to be able to “divide by k”.

So Sn
Q will be of the form Sn

Q =
∨

k>0 Sn ∪h ⨿k>0 Dn+1. We
will define the attaching map h by doing the construction in
stages.

We start the construction with Sn(1) = Sn. Now assume
Sn(r) =

∨r
i=1 Sn ∪h(r) ⨿r−1

i=1 Dn+1 is constructed. Let i : Sn →
Sn(r) be the inclusion into the last (i.e. rth) sphere, and let
g : Sn → Sn be a representative for the class (r + 1)[id] ∈
πn(Sn). Combine the two maps to obtain ϕ : Sn → Sn ∨ Sn i∨g−−→
Sn(r) ∨ Sn. We define Sn(r + 1) as the pushout:

Sn ϕ
//� _

�� ⌜

Sn(r) ∨ Sn

��

Dn+1 // Sn(r + 1)

So that Sn(r + 1) =
∨r+1

i=1 Sn ∪h(r+1) ⨿r
i=1 Dn+1. To finish the

construction we define Sn
Q = colimr Sn(r).

14



3.1 rationalization of sn

We note two things here. First, at any stage, the inclusion
i : Sn → Sn(r) into the rth sphere is a weak equivalence, as we
can collapse the (finite) telescope to the last sphere. This iden-
tifies πn(Sn(r)) = Z for all r. Secondly, let ir : Sn → Sn(r + 1)
be the inclusion of the rth sphere and let ir+1 : Sn → Sn(r + 1)
be the inclusion of the last sphere, then [ir] = (r + 1)[ir+1] ∈
πn(Sn(r + 1)), by construction. This means that we can divide
the class [ir] by r + 1. This shows that the inclusion Sn(r) →
Sn(r + 1) induces a multiplication by r + 1 under the identifica-
tion πn(Sn(r)) = Z for all r.

The nth homotopy group of Sn
Q can be calculated as follows.

We use the fact that the homotopy groups commute with fil-
tered colimits [May99, 9.4] to compute πn(Sn

Q) as the colimit of
the terms πn(Sn(r)) ∼= Z and the induced maps as depicted in
the following diagram:

Z
×2

// Z
×3

// Z
×4

// Z //______ Q

Moreover we note that the generator 1 ∈ Z = πn(Sn) is
sent to 1 ∈ Q = πn(Sn

Q) via the inclusion Sn → Sn
Q of the

initial sphere. However the other homotopy groups are harder
to calculate as we have generally no idea what the induced
maps are. But in the case of n = 1, the other homotopy groups
of S1 are trivial.

Corollary 3.1.1. The inclusion S1 → S1
Q is a rationalization.

For n > 1 we can resort to homology, which also commutes
with filtered colimits [May99, 14.6]. By connectedness we have
H0(Sn

Q) = Z and for i ̸= 0, n we have Hi(Sn) = 0, so the colimit
is also trivial. For i = n we can use the same sequence as above
(or use the Hurewicz theorem) to conclude:

Hi(Sn
Q) =


Z, if i = 0
Q, if i = n
0, otherwise.

By the Serre-Hurewicz theorem (Corollary 2.1.3) we see that
Sn

Q is indeed rational. Then by the Serre-Whitehead theorem
(Corollary 2.1.4) the inclusion map Sn → Sn

Q is a rationalization.

Corollary 3.1.2. The inclusion Sn → Sn
Q is a rationalization.

The rational disk is now defined as cone of the rational sphere:
Dn+1

Q
= CSn

Q. By the naturality of the cone construction we get
the following commutative diagram of inclusions.

15



3.1 rationalization of sn

Sn � � //� _

��

Sn
Q� _

��

Dn+1 � � // Dn+1
Q

Lemma 3.1.3. Let X be a rational space and f : Sn → X be a map.
Then this map extends to a map f ′ : Sn

Q → X making the following
diagram commute.

Sn i //

f

  
AA

AA
AA

AA
A Sn

Q

f ′
��
�
�
�

X

Furthermore f ′ is determined up to homotopy (i.e. any map f ′′ with
f ′′i = f is homotopic to f ′) and homotopic maps have homotopic
extensions (i.e. if f ≃ g, then f ′ ≃ g′).

Proof. Note that f represents a class α ∈ πn(X). Since πn(X) is
a Q-vector space there exists elements 1

2 α, 1
3 α, . . . with represen-

tatives 1
2 f , 1

3 f , . . .. Recall that Sn
Q consists of many copies of Sn,

we can define f ′ on the kth copy to be 1
k! f , as depicted in the

following diagram.

Since [ 1
(k−1)! f ] = k[ 1

k! f ] ∈ πn(X) we can define f ′ accordingly
on the n + 1-cells. Since our inclusion i : Sn ↪→ Sn

Q is in the first
sphere, we get f = f ′ ◦ i.

Let f ′′ be any map such that f ′′i = f . Then f ′′ also represents
α and all the functions 1

2 f ′′, 1
6 f ′′,. . . are hence homotopic to 1

2 f ,
1
6 f ,. . . . So indeed f is homotopic to f ′′.

Now if g is homotopic to f . We can extend the homotopy h
in a similar way to the rational sphere. Hence the extensions
are homotopic.
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3.2 rationalizations of arbitrary spaces

3.2 rationalizations of arbitrary spaces

Having rational cells we wish to replace the cells in a CW com-
plex X by the rational cells to obtain a rationalization.

Lemma 3.2.1. Any simply connected CW complex admits a rational-
ization.

Proof. Let X be a CW complex. We will define XQ with in-
duction on the skeleton. Since X is simply connected we can
start with X0

Q
= X1

Q = ∗. Now assume that the rationalization

Xk ϕk

−−→ Xk
Q is already defined. Let A be the set of k+ 1-cells and

fα : Sk → Xk+1 be the attaching maps. Then by Lemma 3.1.3
these extend to gα = (ϕk ◦ fα)′ : Sk

Q → Xk
Q. This defines Xk+1

Q
as

the pushout in the following diagram.

⨿A Sn
Q

(gα)
//

� _

�� ⌜

Xk
Q

��
�
�
�

⨿A Dn+1
Q

//___ Xk+1
Q

Now by the universal property of Xk+1, we get a map ϕk+1 :
Xk+1 → Xk+1

Q
which is compatible with ϕk and which is a ratio-

nalization.

Lemma 3.2.2. Any simply connected space admits a rationalization.

Proof. Let Y
f−→ X be a CW approximation and let Y

ϕ−→ YQ

be the rationalization of Y. Now we define XQ as the double
mapping cylinder (or homotopy pushout):

XQ = X ∪ f (Y × I) ∪ϕ YQ.

with the obvious inclusion ψ : X → XQ. By excision we see that
H∗(XQ, YQ) ∼= H∗(X∪ f (Y× I), Y× 1) = 0. So by the long exact
sequence of the inclusion we get H∗(XQ) ∼= H∗(YQ), which
proves by the rational Hurewicz theorem that XQ is a rational
space. At last we note that H∗(XQ, X; Q) ∼= H∗(YQ, Y; Q) =
0, since ϕ was a rationalization. This proves that H∗(ψ; Q) is
an isomorphism, so by the rational Whitehead theorem, ψ is a
rationalization.

Theorem 3.2.3. The above construction is in fact a localization, i.e.
for any map f : X → Z to a rational space Z, there is an extension
f ′ : XQ → Z making the following diagram commute.

17



3.3 other constructions

X i //

f

  
AA

AA
AA

AA
A XQ

f ′
��
�
�
�

Z

Moreover, f ′ is determined up to homotopy and homotopic maps
have homotopic extensions.

We will note prove that above theorem (it is analogue to
Lemma 3.1.3), but refer to [FHT01]. The extension property
allows us to define a rationalization of maps. Given f : X → Y,
we can consider the composite i f : X → Y → YQ. Now this
extends to (i f )′ : XQ → YQ. Note that this construction is
not functorial, since there are choices of homotopies involved.
When passing to the homotopy category, however, this con-
struction is functorial and has an universal property.

We already mentioned in the first section that for rational
spaces the notions of weak equivalence and rational equiva-
lence coincide. Now that we always have a rationalization we
have:

Corollary 3.2.4. Let f : X → Y be a map, then f is a rational
equivalence if and only if fQ : XQ → YQ is a weak equivalence.

Corollary 3.2.5. The homotopy category of 1-connected rational spaces
is equivalent to the rational homotopy category of 1-connected spaces.

3.3 other constructions

There are others ways to obtain a rationalization. One of them
relies on the observations that it is easy to rationalize Eilenberg-
MacLane spaces. Since we already have a rationalization at
hand the details in this section will be skipped and the focus
lies on the construction.

Remark 3.3.1. Let A be an abelian group and n ≥ 1. Then

K(A, n) → K(A⊗Q, n)

is a rationalization

Any simply connected space can be decomposed into a Post-
nikov tower X → . . . ↠ P2(X) ↠ P1(X) ↠ P0(X) [May99,
Chapter 22.4]. Furthermore if X is a simply connected CW
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3.3 other constructions

complex, Pn(X) can be constructed from Pn−1(X) as the pull-
back in

Pn(X) //

����

⌟ PK(πn(X), n + 1)

����

Pn−1(X)
kn−1

// K(πn(X), n + 1),

where the map kn−1 is called the k-invariant. We will only need
its existence for the construction. The rationalization can now
be constructed with induction on this Postnikov tower. Start
the induction with XQ(2) = K(π2(X)⊗Q, 2). Now assume
we constructed XQ(r − 1) compatible with the k-invariant de-
scribed above. We are in the following situation:

Pr(X) //

����

PK(πr(X), r + 1)

**UUU
UUUU

UUU

����

PK(πr(X)⊗Q, r + 1)

����

Pr−1(X)
kr−1

//

ϕr−1

%%KK
KKK

K
K(πr(X), r + 1)

**UUU
UUUU

UUU

XQ(r − 1) // K(πr(X)⊗Q, r + 1)

where the bottom square is our induction hypothesis, the right
square is by naturality of the path space fibration and the back
face is the pullback described above. We can define XQ(r) to
be the pullback of the front face, which induces a map ϕr :
Pr(X) → XQ(r). By inspecting the long exact sequence of the
fibration XQ(r) ↠ XQ(r − 1) we see that ϕr is indeed a rational-
ization.

We finish the construction by defining XQ = limr XQ(r). For
more details, one can read [SR05] or [Ber12].
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Part II

C D G A’ S A S A L G E B R A I C M O D E L S



4
H O M O T O P Y T H E O RY F O R C D G A’ S

Recall that a cdga A is a commutative differential graded alge-
bra, meaning that

• it has a grading: A =
⊕

n∈N An,

• it has a differential: d : A → A with d2 = 0,

• it has a multiplication: µ : A⊗ A → A which is associa-
tive and unital and

• it is commutative: xy = (−1)|x|·|y|yx.

And all of the above structure is compatible with each other
(e.g. the differential is a derivation of degree 1, the maps are
graded, . . . ). The exact requirements are stated in the appendix
on algebra. An algebra A is augmented if it has a specified
map (of algebras) A ϵ−→ Ik. Furthermore we adopt the notation
A≤n =

⊕
k≤n Ak and similarly for ≥ n.

There is a left adjoint Λ to the forgetful functor U which as-
signs the free graded commutative algebras ΛV to a graded
module V. This extends to an adjunction (also called Λ and
U) between commutative differential graded algebras and dif-
ferential graded modules. We denote the subspace of elements
of wordlength n by ΛnV (note that this has nothing to do with
the grading on V).

In homological algebra we are especially interested in quasi
isomorphisms, i.e. maps f : A → B inducing an isomorphism on
cohomology: H( f ) : HA ∼= HB. This notions makes sense for
any object with a differential.

We furthermore have the following categorical properties of
cdga’s:

• The finite coproduct in CDGAIk is the (graded) tensor
product.

• The finite product in CDGAIk is the cartesian product
(with pointwise operations).

• The equalizer (resp. coequalizer) of f and g is given by
the kernel (resp. cokernel) of f − g. Together with the
(co)products this defines pullbacks and pushouts.

• Ik and 0 are the initial and final object.
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4.1 cochain models for the n-disk and n-sphere

4.1 cochain models for the n-disk and n-sphere

We will first define some basic cochain complexes which model
the n-disk and n-sphere. D(n) is the cochain complex gener-
ated by one element b ∈ D(n)n and its differential c = d(b) ∈
D(n)n+1. On the other hand we define S(n) to be the cochain
complex generated by one element a ∈ S(n)n with trivial differ-
ential (i.e. da = 0). In other words:

D(n) = ... → 0 → Ik → Ik → 0 → ...

S(n) = ... → 0 → Ik → 0 → 0 → ...

Note that D(n) is acyclic for all n, or put in different words:
jn : 0 → D(n) induces an isomorphism in cohomology. The
sphere S(n) has exactly one non-trivial cohomology group
Hn(S(n)) = Ik · [a]. There is an injective function in : S(n +
1) → D(n), sending a to c. The maps jn and in play the follow-
ing important role in the model structure of cochain complexes,
where weak equivalences are quasi isomorphisms, fibrations
are degreewise surjective and cofibrations are degreewise injec-
tive for positive degrees [GS06, Example 1.6].

Claim 4.1.1. The set I = {in : S(n + 1) → D(n) | n ∈ N}
generates all cofibrations and the set J = {jn : 0 → D(n) | n ∈ N}
generates all trivial cofibrations.

As we do not directly need this claim, we omit the proof.
However, in the next section we will prove a similar result for
cdga’s in detail.

S(n) plays a another special role: maps from S(n) to some
cochain complex X correspond directly to elements in the ker-
nel of d

∣∣
Xn . Any such map is null-homotopic precisely when

the corresponding elements in the kernel is a coboundary. So
there is a natural isomorphism: Hom(S(n), X)/≃ ∼= Hn(X).

By using the free cdga functor we can turn these cochain
complexes into cdga’s ΛD(n) and ΛS(n). So ΛD(n) consists
of linear combinations of bk and cbk when n is even, and it
consists of linear combinations of ckb and ck when n is odd. In
both cases we can compute the differentials using the Leibniz
rule:

d(bk) = k · cbk−1 d(ckb) = ck+1

d(cbk) = 0 d(ck) = 0
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4.1 cochain models for the n-disk and n-sphere

Those cocycles are in fact coboundaries (using that Ik is a field
of characteristic 0):

cbk =
1
k

d(bk+1)

ck = d(bck−1)

There are no additional cocycles in ΛD(n) besides the con-
stants and c. So we conclude that ΛD(n) is acyclic as an aug-
mented algebra. In other words Λ(jn) : Ik → ΛD(n) is a quasi
isomorphism.

The situation for ΛS(n) is easier as it has only one generator
(as algebra). For even n this means it is given by polynomials
in a. For odd n it is an exterior algebra, meaning a2 = 0. Again
the sets Λ(I) = {Λ(in) : ΛS(n + 1) → ΛD(n) | n ∈ N} and
Λ(J) = {Λ(jn) : Ik → ΛD(n) | n ∈ N} play an important role.

Theorem 4.1.2. The sets Λ(I) and Λ(J) generate a model structure
on CDGAIk where:

• weak equivalences are quasi isomorphisms,

• fibrations are (degree wise) surjective maps and

• cofibrations are maps with the left lifting property against triv-
ial fibrations.

We will prove this theorem in the next section. Note that
the functors Λ and U thus form a Quillen pair with this model
structure.

4.1.1 Why we need char(Ik) = 0 for algebras

The above Quillen pair (Λ, U) fails to be a Quillen pair if
char(Ik) = p ̸= 0. We will show this by proving that the
maps Λ(jn) are not weak equivalences for even n. Consider
bp ∈ ΛD(n), then by the Leibniz rule:

d(bp) = p · cbp−1 = 0.

So bp is a cocycle. Now assume bp = dx for some x of degree
pn − 1, then x contains a factor c for degree reasons. By the
calculations above we see that any element containing c has a
trivial differential or has a factor c in its differential, contradict-
ing bp = dx. So this cocycle is not a coboundary and ΛD(n) is
not acyclic.
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4.2 the quillen model structure on CDGA

4.2 the quillen model structure on CDGA

In this section we will define a model structure on cdga’s over a
field Ik of characteristic zero, where the weak equivalences are
quasi isomorphisms and fibrations are surjective maps. The
cofibrations are defined to be the maps with a left lifting prop-
erty with respect to trivial fibrations.

Proposition 4.2.1. There is a model structure on CDGAIk where
f : A → B is

• a weak equivalence if f is a quasi isomorphism,

• a fibration if f is an surjective and

• a cofibration if f has the LLP w.r.t. trivial fibrations

We will prove the different axioms in the following lemmas.
First observe that the classes as defined above are indeed closed
under composition and contain all isomorphisms.

Note that with these classes, every cdga is a fibrant object.

Lemma 4.2.2 (MC1). The category has all finite limits and colimits.

Proof. As discussed earlier products are given by direct sums
and equalizers are kernels. Furthermore the coproducts are
tensor products and coequalizers are quotients.

Lemma 4.2.3 (MC2). The 2-out-of-3 property for quasi isomorphisms.

Proof. Let f and g be two maps such that two out of f , g and
f g are weak equivalences. This means that two out of H( f ),
H(g) and H( f )H(g) are isomorphisms. The 2-out-of-3 property
holds for isomorphisms, proving the statement.

Lemma 4.2.4 (MC3). All three classes are closed under retracts

Proof. For the class of weak equivalences and fibrations this fol-
lows easily from basic category theory. For cofibrations we con-
sider the following diagram where the horizontal compositions
are identities:

A′ //

g
��

A //� _

f
��

A′

g
��

B′ // B // B′
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4.2 the quillen model structure on CDGA

We need to prove that g is a cofibration, so for any lifting prob-
lem with a trivial fibration we need to find a lift. We are in the
following situation:

A′ //

g
��

A //� _

f
��

A′ //

g
��

X

≃
����

B′ // B // B′ // Y

Now we can find a lift starting at B, since f is a cofibration. By
precomposition we obtain a lift B′ → X.

Next we will prove the factorization property [MC5]. We
will prove one part directly and the other by Quillen’s small
object argument. When proved, we get an easy way to prove
the missing lifting property of [MC4]. For the Quillen’s small
object argument we use a class of generating cofibrations.

Definition 4.2.5. Define the following objects and sets of maps:

• ΛS(n) is the cdga generated by one element a of degree n
such that da = 0.

• ΛD(n) is the cdga generated by two elements b and c of
degree n and n + 1 respectively, such that db = c (and
necessarily dc = 0).

• I = {in : Ik → ΛD(n) | n ∈ N} is the set of units.

• J = {jn : ΛS(n + 1) → ΛD(n) | n ∈ N} is the set of
inclusions jn defined by jn(a) = b.

Lemma 4.2.6. [MC5a] A map f : A → X can be factorized as
f = pi where i is a trivial cofibration and p a fibration.

Proof. Consider the free cdga C =
⊗

x∈X T(|x|). There is an
obvious surjective map p : C → X which sends a generator
corresponding to x to x. Now define maps ϕ and ψ in

A
ϕ−→ A⊗C

ψ−→ X

by ϕ(a) = a⊗ 1 and ψ(a⊗ c) = f (a) · p(c). Now ψ is clearly
surjective (as p is) and ϕ is clearly a weak equivalence (by the
Künneth theorem). Furthermore ϕ is a cofibration as we can
construct lifts using the freeness of C.
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4.2 the quillen model structure on CDGA

Remark 4.2.7. The map ϕ in the above construction has a left inverse
ϕ given by ϕ(x ⊗ c) = x · ϵ(c), where ϵ is the natural augmentation
of a free cdga (i.e. it send 1 to 1 and all generators to 0). Clearly
ϕϕ = id, and so ϕ is a fibration as well.

Furthermore, if f is a weak equivalence then by the 2-out-of-3 prop-
erty both ϕ and ψ are weak equivalences. Applying it once more,
we find that ϕ too is a weak equivalence. So for any weak equiva-
lence f : A → X we find trivial fibrations ϕ : A⊗C ↠ A and
ψ : A⊗C ↠ X compatible with f .

Lemma 4.2.8. The maps in are trivial cofibrations and the maps jn
are cofibrations.

Proof. Since H(ΛD(n)) = Ik (as stated earlier this uses
char(Ik) = 0) we see that indeed H(in) is an isomorphism. For
the lifting property of in and jn simply use surjectivity of the
fibrations and the freeness of ΛD(n) and ΛS(n).

Lemma 4.2.9. The class of cofibrations is saturated.

Proof. We need to prove that the classes are closed under re-
tracts (this is already done), pushouts and transfinite compo-
sitions. For the class of cofibrations, this is easy as they are
defined by the LLP and colimits behave nice with respect to
such classes.

As a consequence of the above two lemmas, the class gen-
erated by J is contained in the class of cofibrations. We can
characterize trivial fibrations with J.

Lemma 4.2.10. If p : X → Y has the RLP w.r.t. J then p is a trivial
fibration.

Proof. Let y ∈ Y be of degree n and dy its boundary. By as-
sumption we can find a lift in the following diagram:

ΛS(n + 1)� _

jn
��

a 7→0 // X

f
��

ΛD(n)
b 7→dy

// Y

The lift h : D(n) → X defines a preimage x′ = h(b) for dy.
Now we can define a similar square to find a preimage x of y
as follows:

ΛS(n)� _

jn−1
��

a 7→x′ // X

f
��

ΛD(n − 1)
b 7→y

// Y
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4.2 the quillen model structure on CDGA

The lift h : D(n − 1) → X defines x = h(b). This proves that f
is surjective. Note that dx = x′.

Now if [y] ∈ H(Y) is some class, then dy = 0, and so by
the above we find a preimage x of y such that dx = 0, proving
that H( f ) is surjective. Now let [x] ∈ H(X) such that [ f (x)] =
0, then there is an element β such that f (x) = dβ, again by
the above we can lift β to get x = dα., hence H( f ) is injective.
Conclude that f is a trivial fibration.

We can use Quillen’s small object argument with the set J.
The argument directly proves the following lemma. Together
with the above lemmas this translates to the required factoriza-
tion.

Lemma 4.2.11. A map f : A → X can be factorized as f = pi where
i is in the class generated by J and p has the RLP w.r.t. J.

Proof. This follows from Quillen’s small object argument.

Corollary 4.2.12. [MC5b] A map f : A → X can be factorized as
f = pi where i is a cofibration and p a trivial fibration.

Lemma 4.2.13. [MC4] The lifting properties.

Proof. One part is already established by definition (cofibra-
tions are defined by an LLP). It remains to show that we can
lift in the following situation:

A //� _

≃f
��

X

����

B // Y

Now factor f = pi, where p is a fibration and i a trivial cofibra-
tion. By the 2-out-of-3 property p is also a weak equivalence
and we can find a lift in the following diagram:

A i //� _

f
��

Z
≃p
����

B id //

??~
~

~
~

B

This defines f as a retract of i. Now we know that i has the LLP
w.r.t. fibrations (by the small object argument above), hence f
has the LLP w.r.t. fibrations as well.
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4.3 homotopy relations on CDGA

Although the abstract theory of model categories gives us tools
to construct a homotopy relation (Definition B.1.14), it is useful
to have a concrete notion of homotopic maps.

Consider the free cdga on one generator Λ(t, dt), where
|t| = 0, this can be thought of as the (dual) unit interval with
endpoints 1 and t. Notice that this cdga is isomorphic to
Λ(D(0)) as defined in the previous section. We define two
endpoint maps as follows:

d0, d1 : Λ(t, dt) → Ik

d0(t) = 1, d1(t) = 0,

this extends linearly and multiplicatively. Note that it follows
that we have d0(1 − t) = 0 and d1(1 − t) = 1. These two
functions extend to tensor products as d0, d1 : Λ(t, dt)⊗ X →
Ik⊗ X

∼=−→ X.

Definition 4.3.1. We call f , g : A → X homotopic ( f ≃ g) if
there is a map

h : A → Λ(t, dt)⊗ X,

such that d0h = g and d1h = f .

In terms of model categories, such a homotopy is a right ho-
motopy and the object Λ(t, dt)⊗ X is a path object for X. We
can see as follows that it is a very good path object (Defini-

tion ??). First note that Λ(t, dt)⊗ X
(d0,d1)−−−−→ X ⊕ X is surjective

(for (x, y) ∈ X ⊕ X take t⊗ x + (1 − t)⊗ y). Secondly we note
that Λ(t, dt) = Λ(D(0)) and hence Ik → Λ(t, dt) is a cofibration,
by Lemma B.0.11 we have that X → Λ(t, dt)⊗ X is a (necessar-
ily trivial) cofibration.

Clearly we have that f ≃ g implies f ≃r g (see Definition B.1.9),
however the converse need not be true.

Lemma 4.3.2. If A is a cofibrant cdga and f ≃r g : A → X, then
f ≃ g in the above sense.

Proof. Because A is cofibrant, there is a very good homotopy
H. Consider a lifting problem to construct a map PathX →
Λ(t, dt)⊗ X.

Corollary 4.3.3. For cofibrant A, ≃ defines a equivalence relation.
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4.3 homotopy relations on CDGA

Definition 4.3.4. For cofibrant A define the set of equivalence
classes as:

[A, X] = HomCDGAIk(A, X)/ ≃ .

The results from model categories immediately imply the fol-
lowing results. Here we use Lemma B.1.6, B.1.12 and B.1.15.

Corollary 4.3.5. Let A be cofibrant.

• Let i : A → B be a trivial cofibration, then the induced map
i∗ : [B, X] → [A, X] is a bijection.

• Let p : X → Y be a trivial fibration, then the induced map
p∗ : [A, X] → [A, Y] is a bijection.

• Let A and X both be cofibrant, then f : A ≃−→ X is a weak
equivalence if and only if f is a strong homotopy equivalence.
Moreover, the two induced maps are bijections:

f∗ : [Z, A]
∼=−→ [Z, X],

f ∗ : [X, Z]
∼=−→ [A, X].

Remark 4.3.6. By Remark 4.2.7 we can generalize the second item to
arbitrary weak equivalences: If A is cofibrant and f : X → Y a weak
equivalence, then the induced map f∗ : [A, X] → [A, Y] is a bijection,
as seen from the following diagram:

[A, X ⊗C]
ϕ∗

∼=xxrrr
rrr

rrr
r ψ∗

∼= &&LL
LLL

LLL
LL

[A, X]
f∗

// [A, Y]

Lemma 4.3.7. Let f , g : A → X be two homotopic maps, then
H( f ) = H(g) : HA → HX.

Proof. Let h be the homotopy such that f = d1h and g = d0h. By
the Künneth theorem we get the following commuting square
for i = 0, 1:

H(Λ(t, dt))⊗ H(A)
di ⊗ id

//

∼=
��

Ik⊗ H(A)

∼=
��

H(Λ(t, dt)⊗ A)
di // H(Ik⊗ A)

Now we know that H(d0) = H(d1) : H(Λ(t, dt)) → Ik as
Λ(t, dt) is acyclic and the induced map sends 1 to 1. So the
two bottom maps in the diagram are equal as well. Now we
conclude H( f ) = H(d1)H(h) = H(d0)H(h) = H(g).
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4.4 homotopy theory of augmented cdga’s

Recall that an augmented cdga is a cdga A with an algebra map
A ϵ−→ Ik (this implies that ϵη = id). This is precisely the dual
notion of a pointed space. We will use the general fact that
if C is a model category, then the over (resp. under) category
C/A (resp. A/C) for any object A admit an induced model
structure. In particular, the category of augmented cdga’s (with
augmentation preserving maps) has a model structure with the
fibrations, cofibrations and weak equivalences as above.

Although the model structure is completely induced, it might
still be fruitful to discuss the right notion of a homotopy for
augmented cdga’s. Consider the following pullback of cdga’s:

Λ(t, dt)⊗A //

⌟
��

Λ(t, dt)⊗ A

id⊗ ϵ
��

Ik // Λ(t, dt)⊗ Ik

The pullback is the subspace of elements x ⊗ a in Λ(t, dt)⊗ A
such that x · ϵ(a) ∈ Ik. Note that this construction is dual to a
construction on topological spaces: in order to define a homo-
topy which is constant on the point x0, we define the homotopy
to be a map from a quotient X × I/x0 × I.

Definition 4.4.1. Two maps f , g : A → X between augmented
cdga’s are said to be homotopic if there is a map

h : A → Λ(t, dt)⊗X

such that d0h = g and d1h = f .

In the next section homotopy groups of augmented cdga’s
will be defined. In order to define this we first need another
tool.

Definition 4.4.2. Define the augmentation ideal of A as A = ker ϵ.
Define the cochain complex of indecomposables of A as QA =
A/A · A.

The first observation one should make is that Q is a functor
from algebras to modules (or differential algebras to differential
modules) which is particularly nice for free (differential) alge-
bras, as we have that QΛV = V for any (differential) module
V.

The second observation is that Q is nicely behaved on tensor
products and cokernels.
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4.4 homotopy theory of augmented cdga’s

Lemma 4.4.3. Let A and B be two augmented cdga’s, then there is a
natural isomorphism

Q(A⊗ B) ∼= Q(A)⊕ Q(B).

Proof. First note that the augmentation ideal is expressed as
A⊗ B = A⊗ B + A⊗ B and the product is A⊗ B · A⊗ B =
A⊗ B + A · A⊗ Ik + Ik⊗ B. With this we can prove the state-
ment

Q(A⊗ B) =
A⊗ B + A⊗ B

A⊗ B + A · A⊗ Ik + Ik⊗ B

∼=
A⊗ Ik ⊕ Ik⊗ B

A · A⊗ Ik ⊕ Ik⊗ B · B
∼= Q(A) ⊕ Q(B).

Lemma 4.4.4. Let f : A → B be a map of augmented cdga’s, then
there is a natural isomorphism

Q(coker( f )) ∼= coker(Q f ).

Proof. First note that the cokernel of f in the category of aug-
mented cdga’s is coker( f ) = B/ f (A)B and that its augmen-
tation ideal is B/ f (A)B, where f (A)B is the ideal generated
by f (A). Just as above we make a simple calculation, where
p : B → Q(B) is the projection map:

Q(coker( f )) =
B/ f (A)B

B/ f (A)B · B/ f (A)B

∼=
B/B · B
p f (A)B

=
Q(B)

Q f (Q(A))
.

Corollary 4.4.5. Combining the two lemmas above, we see that Q
(as functor from augmented cdga’s to cochain complexes) preserves
pushouts.

Furthermore we have the following lemma which is of homo-
topical interest.

Lemma 4.4.6. If f : A → B is a cofibration of augmented cdga’s,
then Q f is injective in positive degrees.
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4.5 homotopy groups of cdga’s

Proof. First we define an augmented cdga U(n) for each pos-
itive n as U(n) = D(n) ⊕ Ik with trivial multiplication and
where the term Ik is used for the unit and augmentation. No-
tice that the map U(n) → Ik is a trivial fibration. By the lifting
property we see that the induced map

HomCDGA∗(B, U(n))
f ∗−−→ HomCDGA∗(A, U(n))

is surjective for each positive n. Note that maps from A to U(n)
will send products to zero and that it is fixed on the augmenta-
tion. So there is a natural isomorphism HomCDGA∗(A, U(n)) ∼=
HomIk(Q(A)n, Ik). Hence

HomIk(Q(B)n, Ik)
(Q f )∗−−−−→ HomIk(Q(A)n, Ik)

is surjective, and so Q f itself is injective in positive n.

4.5 homotopy groups of cdga’s

As the eventual goal is to compare the homotopy theory of
spaces with the homotopy theory of cdga’s, it is natural to in-
vestigate an analogue of homotopy groups in the category of
cdga’s. In topology we can only define homotopy groups on
pointed spaces, dually we will consider augmented cdga’s in
this section.

Definition 4.5.1. The homotopy groups of an augmented cdga A are

πi(A) = Hi(QA).

This construction is functorial (since both Q and H are) and,
as the following lemma shows, homotopy invariant.

Lemma 4.5.2. Let f : A → X and g : A → X be a maps of
augmented cdga’s. If f and g are homotopic, then the induced maps
are equal:

f∗ = g∗ : π∗(A) → π∗(X).

Proof. Let h : A → Λ(t, dt)⊗ X be a homotopy. We will, just as
in Lemma 4.3.7, prove that the maps HQ(d0) and HQ(d1) are
equal, then it follows that HQ( f ) = HQ(d1h) = HQ(d0h) =
HQ(g).

Using Lemma 4.4.3 we can identify the induced maps Q(di) :
Q(Λ(t, dt)⊗ X) → Q(X) with maps

Q(di) : Q(Λ(t, dt))⊕ Q(A) → Q(A).
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4.5 homotopy groups of cdga’s

Now Q(Λ(t, dt)) = D(0) and hence it is acyclic, so when we
pass to homology, this term vanishes. In other words both maps
di∗ : H(D(0))⊕ H(Q(A)) → H(Q(A)) are the identity maps on
H(Q(A)).

Consider the augmented cdga V(n) = S(n)⊕ Ik, with trivial
multiplication and where the term Ik is used for the unit and
augmentation. This augmented cdga can be thought of as a
specific model of the sphere. In particular the homotopy groups
can be expressed as follows.

Lemma 4.5.3. There is a natural bijection for any augmented cdga A

[A, V(n)]
∼=−→ HomIk(π

n(A), Ik).

Proof. Note that Q(V(n)) in degree n is just Ik and 0 in the
other degrees, so its homotopy groups consists of a single Ik in
degree n. This establishes the map:

πn : Hom(A, V(n)) → HomIk(π
n(A), Ik).

Now by Lemma 4.5.2 we get a map from the set of homotopy
classes [A, V(n)] instead of the Hom-set. It remains to prove
that the map is an isomorphism. Surjectivity follows easily.
Given a map f : πn(A) → Ik, we can extend this to A → V(n)
because the multiplication on V(n) is trivial.

For injectivity suppose ϕ, ψ : A → V(n) be two maps such
that πn(ϕ) = πn(ψ). We will first define a chain homotopy
D : A∗ → V(n)∗−1, for this we only need to specify the map
Dn : An+1 → V(n)n = Q. Decompose the vector space An+1

as An+1 = im d ⊕ V for some V. Now set Dn(v) = 0 for all
v ∈ V and Dn(db) = ϕ(b) − ψ(b). We should check that D
is well defined. Note that for cycles we get ϕ(c) = ψ(c), as
H(Q(ϕ)) = H(Q(ψ)). So if db = dc, then we get D(db) =
ϕ(b)− ψ(b) = ϕ(c)− ψ(c) = D(dc), i.e. D is well defined. We
can now define a map of augmented cdga’s:

h : X → Λ(t, dt)⊗V(n)
x 7→ dt ⊗ D(x) + 1⊗ ϕ(x)− t⊗ ϕ(x) + t⊗ψ(x)

This map commutes with the differential by the definition of D.
Now we see that d0h = ψ and d1h = ϕ. Hence the two maps
represent the same class, and we have proven the injectivity.

From now on the dual of a vector space will be denoted as
V∗ = HomIk(V, Ik). So the above lemma states that there is a
bijection [A, V(n)] ∼= πn(A)∗.
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4.5 homotopy groups of cdga’s

In topology we know that a fibration induces a long exact
sequence of homotopy groups. In the case of cdga’s a similar
long exact sequence for a cofibration will exist.

Lemma 4.5.4. Given a pushout square of augmented cdga’s

A
f
��

� � g
//

⌜

C
i
��

B
j

// P

where g is a cofibration. There is a natural long exact sequence

πo(V)
( f∗,g∗)−−−−→ π0(B)⊕ π0(C)

j∗−i∗−−−→ π0(P) ∂−→ π1(A) → · · ·

Proof. First note that j is also a cofibration. By Lemma 4.4.6 the
maps Qg and Qj are injective in positive degrees. By applying
Q we get two exact sequence (in positive degrees) as shown in
the following diagram. By the fact that Q preserves pushouts
(Corollary 4.4.5) the cokernels coincide.

0 // Q(A) //

�� ⌜

Q(C) //

��

coker( f∗) //

��

0

0 // Q(B) // Q(P) // coker( f∗) // 0

Now the well known Mayer-Vietoris exact sequence can be con-
structed. This proves the statement.

Corollary 4.5.5. When we take B = Ik in the above situation, we get
a long exact sequence

π0(A)
g∗−−→ π0(C) → π0(coker(g)) → π1(A) → · · ·
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5
P O LY N O M I A L F O R M S

5.1 cdga of polynomials

We will now give a cdga model for the n-simplex ∆n. This then
allows for simplicial methods. In the following definition one
should remember the topological n-simplex defined as convex
span.

Definition 5.1.1. For all n ∈ N define the following cdga:

(APL)n =
Λ(x0, . . . , xn, dx0, . . . , dxn)

(∑n
i=0 xi − 1, ∑n

i=0 dxi)
,

where |xi| = 0. So it is the free cdga with n + 1 generators and
their differentials such that ∑n

i=0 xi = 1 and in order to be well
behaved ∑n

i=0 dxi = 0.

Note that the inclusion Λ(x1, . . . , xn, dx1, . . . , dxn) → APLn is
an isomorphism of cdga’s. So APLn is free and (algebra) maps
from it are determined by their images on xi for i = 1, . . . , n
(also note that this determines the images for dxi). This fact
will be used throughout. Also note that we have already seen
the dual unit interval Λ(t, dt) which is isomorphic to APL1.

These cdga’s will assemble into a simplicial cdga when we
define the face and degeneracy maps as follows (j = 1, . . . , n):

di(xj) =


xj−1, if i < j
0, if i = j
xj, if i > j

di : APLn → APLn−1

si(xj) =


xj+1, if i < j
xj + xj+1, if i = j
xj, if i > j

si : APLn → APLn+1

One can check that APL ∈ sCDGAIk. We will denote the
subspace of homogeneous elements of degree k as APL

k, this is
a simplicial Ik-module as the maps di and si are graded maps
of degree 0.
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5.1 cdga of polynomials

Lemma 5.1.2. APL
k is contractible.

Proof. We will prove this by defining an extra degeneracy s :
APLn → APLn+1. In the more geometric context of topological
n-simplices we would achieve this by dividing by 1 − x0. How-
ever, since this algebra consists of polynomials only, this cannot
be done. Instead, we will multiply everything by (1 − x0)

2, so
that we can divide by 1 − x0. Define for i = 1, . . . , n:

s(1) = (1 − x0)
2

s(xi) = (1 − x0) · xi+1

Extend on the differentials and multiplicatively on APLn. As
s(1) ̸= 1 this map is not an algebra map, however it well-
defined as a map of cochain complexes. In particular when
restricted to degree k we get a linear map:

s : APL
k
n → APL

k
n+1.

Proving the necessary properties of an extra degeneracy is fairly
easy. For n ≥ 1 we get (on generators):

d0s(1) = d0(1 − x0)
2 = (1 − 0) · (1 − 0) = 1

d0s(xi) = d0((1 − x0)xi+1) = d0(1 − x0) · xi

= (1 − 0) · xi = xi

So d0s = id.

di+1s(1) = di+1(1 − x0)
2 = di+1(

n

∑
j=1

xj)
2

= (
n−1

∑
j=1

xj)
2 = (1 − x0)

2 = sdi(1)

di+1s(xj) = di+1(1 − x0)di+1(xj) = (1 − x0)di(xj+1) = sdi(xj)

So di+1s = sdi. Similarly si+1s = ssi. And finally for n = 0 we
have d1s = 0.

So we have an extra degeneracy s : APL
k → APL

k, and hence
(see for example [GJ99]) we have that APL

k is contractible. As a
consequence APL

k → ∗ is a weak equivalence.

Lemma 5.1.3. APL
k is a Kan complex.

Proof. By the simple fact that APL
k is a simplicial group, it is a

Kan complex [GJ99].

Combining these two lemmas gives us the following.
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5.2 polynomial forms on a space

Corollary 5.1.4. APL
k → ∗ is a trivial fibration in the standard

model structure on sSet.

Besides the simplicial structure of APL, there is also the struc-
ture of a cochain complex.

Lemma 5.1.5. APLn is acyclic, i.e. H(APLn) = Ik · [1].

Proof. This is clear for APL0 = Ik · 1. For APL1 we see that
APL1 = Λ(x1, dx1) ∼= ΛD(0), which we proved to be acyclic in
the previous section.

For general n we can identify APLn
∼=

⊗n
i=1 Λ(xi, dxi), be-

cause Λ is left adjoint and hence preserves coproducts. By
the Künneth theorem Theorem 1.1.5 we conclude H(APLn) ∼=⊗n

i=1 HΛ(xi, dxi) ∼=
⊗n

i=1 HΛD(0) ∼= Ik · [1].
So indeed APLn is acyclic for all n.

5.2 polynomial forms on a space

There is a general way to construct contravariant functors from
sSet whenever we have some simplicial object. In our case we
have the simplicial cdga APL (which is nothing more than a
functor ∆op → CDGA) and we want to extend to a contravari-
ant functor sSet → CDGAIk. This will be done via Kan exten-
sions.

Given a category C and a functor F : ∆ → C, then define the
following on objects:

F!(X) = colim
∆[n]→X

F[n] X ∈ sSet

F∗(C)n = HomC(F[n], Y) C ∈ C

A simplicial map X → Y induces a map of the diagrams of
which we take colimits. Applying F on these diagrams, make
it clear that F! is functorial. Secondly we see readily that F∗ is
functorial. By using the definition of colimit and the Yoneda
lemma (Y) we can prove that F! is left adjoint to F∗ by the fol-
lowing calculation:

HomC(F!(X), Y) ∼= HomC( colim
∆[n]→X

F[n], Y)

∼= lim
∆[n]→X

HomC(F[n], Y)

∼= lim
∆[n]→X

F∗(Y)n
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5.2 polynomial forms on a space

Y∼= lim
∆[n]→X

HomsSet(∆[n], F∗(Y))

∼= HomsSet( colim
∆[n]→X

∆[n], F∗(Y))

∼= HomsSet(X, F∗(Y))

Furthermore we have F! ◦ ∆[−] ∼= F. In short we have the
following:

∆

∆[−]
��

F

''PP
PPP

PPP
PPP

PPP
P

sSet
F! //______
⊥ C
F∗

oo_ _ _ _ _ _

5.2.1 The cochain complex of polynomial forms

In our case where F = APL and C = CDGAIk we get:

∆

∆[−]
��

APL

((RR
RRR

RRR
RRR

RRR
R

sSet
A //______
⊥ CDGAop

IkK
oo_ _ _ _ _ _

Note that we have the opposite category of cdga’s, so the defi-
nition of A is in terms of a limit instead of colimit. This allows
us to give a nicer description:

A(X) = lim
∆[n]→X

APLn
Y∼= lim

∆[n]→X
HomsSet(∆[n], APL)

∼= HomsSet( colim
∆[n]→X

∆[n], APL) = HomsSet(X, APL),

where the addition, multiplication and differential are defined
pointwise. Conclude that we have the following contravariant
functors (which form an adjoint pair):

A(X) = HomsSet(X, APL) X ∈ sSet
K(C)n = HomCDGAIk(C, APLn) C ∈ CDGAIk

5.2.2 The singular cochain complex

Another way to model the n-simplex is by the singular cochain
complex associated to the topological n-simplices. Define the
following (non-commutative) dga’s:

Cn = C∗(∆n; Ik),
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5.2 polynomial forms on a space

where C∗(∆n; Ik) is the (normalized) singular cochain complex
of ∆n with coefficients in Ik. The inclusion maps di : ∆n → ∆n+1

and the maps si : ∆n → ∆n−1 induce face and degeneracy maps
on the dga’s Cn, turning C into a simplicial dga. Again we can
extend this to functors by Kan extensions

∆

∆[−]
��

C

((QQ
QQQ

QQQ
QQQ

QQQ
Q

sSet
C∗

//______
⊥ DGAop

Ikoo_ _ _ _ _ _

This left adjoint functor C∗ : sSet → DGAIk
op is (just as

above) defined as C∗(X) = HomsSet(X, C∗(∆[−]; Ik)). To see
that this is precisely the classical definition of the singular
cochain complex, we make the following calculation.

C∗(X) = Hom(X, C∗(∆[n]))
= Hom(X, Hom(NZ∆[n], Ik))
(1)∼= Hom(X, Γ(Ik))
∼= Hom(NZ(X), Ik)

where Z is the free simplicial abelian group, N is the normal-
ized chain complex (this is the Dold-Kan equivalence) and Γ its
right adjoint. At (1) we use the definition of this right adjoint
Γ(C) = Hom(NZ∆[n], C). Now the conclusion of this calcu-
lation is that C∗(X) is precisely the dual complex of NZ(X),
which is the singular (normalized) chain complex.

We will relate APL and C in order to obtain a natural quasi
isomorphism A(X)

≃−→ C∗(X) for every X ∈ sSet. Further-
more this map preserves multiplication on the homology alge-
bras.

5.2.3 Integration and Stokes’ theorem for polynomial forms

In this section we will prove that the singular cochain com-
plex is quasi isomorphic to the cochain complex of polynomial
forms. In order to do so we will define an integration map∫

n : APL
n
n → Ik, which will induce a map

∮
n : APLn → Cn. For

the simplices ∆[n] we already showed the cohomology agrees
by the acyclicity of APLn = A(∆[n]) (Lemma 5.1.5).

39



5.2 polynomial forms on a space

For any v ∈ APL
n
n, we can write v as v = p(x1, . . . , xn)dx1 . . . dxn

where p is a polynomial in n variables. If Q ⊂ Ik ⊂ C we can
integrate geometrically on the n-simplex:∫

n
v =

∫ 1

0

∫ 1−xn

0
. . .

∫ 1−x2−···−xn

0
p(x1, . . . , xn)dx1dx2 . . . dxn,

which defines a well-defined linear map
∫

n : APL
n
n → Ik. For

general fields of characteristic zero we can define it formally on
the generators of APL

n
n (as vector space):∫

n
xk1

1 . . . xkn
n dx1 . . . dxn =

k1! . . . kn!
(k1 + · · ·+ kn + n)!

.

Let x be a k-simplex of ∆[n]. Then x induces a linear map
x∗ : APLn → APLk. Now if we have an element v ∈ APL

k
n, then

observe that x∗(v) ∈ APL
k
k is an element we can integrate. Now

define ∮
n
(v)(x) = (−1)

k(k−1)
2

∫
n

x∗(v).

Note that
∮

n(v) : ∆[n] → Ik is just a map of sets, so we can
extend this linearly to chains on ∆[n] to obtain a linear map∮

n(v) : Z∆[n] → Ik. If x is a degenerate simplex x = sjx′,
then x∗(v) = s∗j (x′∗(v)). Now x′∗(v) ∈ APL

k
k−1 = 0 and so the

integral vanishes on degenerate simplices. In other words we
get

∮
n(v) ∈ Cn. By linearity of

∫
n and x∗, we have a linear map∮

n : APLn → Cn.
Next we will show that

∮
= {

∮
n}n is a simplicial map and

that each
∮

n is a chain map, in other words
∮

: APL → C is
a simplicial chain map (of complexes). Let σ : ∆[n] → ∆[k],
and σ∗ : APLk → APLn its induced map. We need to prove∮

n ◦σ∗ = σ∗ ◦
∮

k. We show this as follows:∮
n
(σ∗v)(x) = (−1)

l(l−1)
2

∫
l
x∗(σ∗(v))

= (−1)
l(l−1)

2

∫
l
(σ ◦ x)∗(v)

=
∮

k
(v)(σ ◦ x)

= (
∮

k
(v) ◦ σ)(x) = σ∗(

∮
k
(v)(x))

For it to be a chain map, we need to prove d ◦
∮

n =
∮

n ◦d.
This is precisely Stokes’ theorem and any prove will apply here
as well [BG76].

We now proved that
∮

is indeed a simplicial chain map. Note
that

∮
n need not to preserve multiplication, so it fails to be a
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5.2 polynomial forms on a space

map of cochain algebras. However
∮
(1) = 1 and so the induced

map on homology sends the class of 1 in H(APLn) = Ik · [1] to
the class of 1 in H(Cn) = Ik · [1]. We have proven the following
lemma.

Lemma 5.2.1. The map
∮

n : APLn → Cn is a quasi isomorphism for
all n.

Recall that we can identify APLn with A(∆[n]) and similarly
for the singular cochain complex.

Corollary 5.2.2. The induced map
∮

: A(∆[n]) → C∗(∆[n]) is a
quasi isomorphism for all n.

We will now prove that the map
∮

: A(X) → C∗(X) is a quasi
isomorphism for any space X. We will do this in several steps,
the base case of simplices is already proven. With induction we
will prove it for spaces with finitely many simplices. At last we
will use a limit argument for the general case.

Theorem 5.2.3. The induced map
∮

: A(X) → C∗(X) is a natural
quasi isomorphism.

Proof. Assume we have a simplicial set X such that
∮

: A(X) →
C∗(X) is a quasi isomorphism. We can add a simplex by con-
sidering pushouts of the following form:

∂∆[n] //

�� ⌜

X

��

∆[n] // X′

We can apply our two functors to it, and use the natural
transformation

∮
to obtain the following cube:

A(X′) //

��

&&MM
MM

A(∆[n])

����

≃R
R

((RR

C∗(X′) //

��

C∗(∆[n])

����

A(X) //

≃
MM

&&MM
A(∂∆[n])

≃R
R

((RR

C∗(X) // C∗(∂∆[n])

Note that A(∆[n]) ≃−→ C∗(∆[n]) by Corollary 5.2.2, A(X)
≃−→

C∗(X) by assumption and A(∂∆[n]) ≃−→ C∗(∂∆[n]) by induc-
tion. Secondly note that both A and C∗ send injective maps to
surjective maps, so we get fibrations on the right side of the
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5.2 polynomial forms on a space

diagram. Finally note that the front square and back square are
pullbacks, by adjointness of A and C∗. Apply the cube lemma
(Lemma B.4.2) to conclude that also A(X′)

≃−→ C∗(X′).
This proves A(X)

≃−→ C∗(X) for any simplicial set with
finitely many non-degenerate simplices. We can extend this
to simplicial sets of finite dimension by attaching many sim-
plices at once. For this we observe that both A and C∗ send
coproducts to products and that cohomology commutes with
products:

H(A(⨿
α

Xα)) ∼= H(∏
α

A(Xα)) ∼= ∏
α

H(A(Xα)),

H(C∗(⨿
α

Xα)) ∼= H(∏
α

C∗(Xα)) ∼= ∏
α

H(C∗(Xα)).

This means that we can extend the previous argument to
pushout of this form:

⨿α∈A ∂∆[n]� _

��

//

⌜

X

��

⨿α∈A ∆[n] // X′

Finally we can write any simplicial set X as a colimit of finite
dimensional ones as:

sk0X ↪→ sk1X ↪→ sk2 ↪→ . . . colim sknX = X,

where skiX has no non-degenerate simplices in dimensions n >
i. By the above

∮
gives a quasi isomorphism on all the terms

skiX. So we are in the following situation:

A(X) = limi A(skiX)∮
��

// //___ A(sk2X) // //

≃
∮
��

A(sk1X) // //

≃
∮
��

A(sk0X)

≃
∮
��

C∗(X) = limi C∗(skiX) // //___ C∗(sk2X) // // C∗(sk1X) // // C∗(sk0X)

We will define long exact sequences for both sequences in the
following way. As the following construction is quite general,
consider arbitrary cochain algebras Bi as follows:

B = limi Bi // //______ B2
b1 // // B1

b0 // // B0

Define a map t : ∏i Bi → ∏i Bi defined by t(x0, x1, . . . ) =
(x0 + b0(x1), x1 + b1(x2), . . . ). Note that t is surjective and that
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5.2 polynomial forms on a space

B ∼= ker(t). So we get the following natural short exact se-
quence and its associated natural long exact sequence in ho-
mology:

0 → B i−→ ∏
i

Bi
t−→ ∏

i
Bi → 0,

· · · ∆−→ Hn(B) i∗−→ Hn(∏
i

Bi)
t∗−→ Hn(∏

i
Bi)

∆−→ · · ·

In our case we get two such long exact sequences with
∮

con-
necting them. As cohomology commutes with products we get
isomorphisms on the left and right in the following diagram.

· · · // Hn−1(∏i A(skiX)) //

∼=
∮
��

Hn(A(X)) //∮
��

Hn(∏i A(skiX)) //

∼=
∮
��

· · ·

· · · // Hn−1(∏i C∗(skiX)) // Hn(C∗(X)) // Hn(∏i C∗(skiX)) // · · ·

So by the five lemma we can conclude that the middle mor-
phism is an isomorphism as well, proving the isomorphism

Hn(A(X))
∼=−→ Hn(C∗(X)) for all n. This proves the statement

for all X.
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6
M I N I M A L M O D E L S

In this section we will discuss the so called minimal models.
These cdga’s enjoy the property that we can easily prove prop-
erties inductively. Moreover it will turn out that weakly equiv-
alent minimal models are actually isomorphic.

Definition 6.0.4. A cdga (A, d) is a Sullivan algebra if

• A = ΛV is free as a commutative graded algebra, and

• V has a filtration

0 = V(−1) ⊂ V(0) ⊂ V(1) ⊂ · · · ⊂
∪

k∈N

V(k) = V,

such that d(V(k)) ⊂ ΛV(k − 1).

A cdga (A, d) is a minimal Sullivan algebra if in addition

• d is decomposable, i.e. im(d) ⊂ Λ≥2V.

Definition 6.0.5. Let (A, d) be any cdga. A (minimal) Sullivan
model is a (minimal) Sullivan algebra (M, d) with a weak equiv-
alence:

(M, d) ≃−→ (A, d).

We will often say minimal model or minimal algebra to mean
minimal Sullivan model or minimal Sullivan algebra. Note that
a minimal algebra is naturally augmented as it is free as an
algebra. This will be used implicitly. In many cases we can
take the degree of the elements in V to induce the filtration, as
seen in the following lemma.

Lemma 6.0.6. Let (A, d) be a cdga which is 1-reduced, such that
A = ΛV is free as cga. Then the differential d is decomposable if and
only if (A, d) is a Sullivan algebra filtered by degree.

Proof. Let V be filtered by degree: V(k) = V≤k. Now d(v) ∈
ΛV<k for any v ∈ Vk. For degree reasons d(v) is a product, so
d is decomposable.

For the converse take V(n) = V≤n (note that V0 = V1 = 0).
Since d is decomposable we see that for v ∈ Vn: d(v) = x · y for
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6.1 existence

some x, y ∈ A. Assuming dv to be non-zero we can compute
the degrees:

|x|+ |y| = |xy| = |dv| = |v|+ 1 = n + 1.

As A is 1-reduced we have |x|, |y| ≥ 2 and so by the above
|x|, |y| ≤ n − 1. Conclude that d(V(k)) ⊂ Λ(V(n − 1)).

Minimal models admit very nice homotopy groups. Note
that for a minimal algebra ΛV there is a natural augmentation
and the the differential is decomposable. Hence QΛV is natu-
rally isomorphic to (V, 0). In particular the homotopy groups
are simply given by πn(ΛV) = Vn.

Definition 6.0.4 is the same as in [FHT01] without assum-
ing connectivity. We find some different definitions of (mini-
mal) Sullivan algebras in the literature. For example we find
a definition using well orderings in [H+

07]. The decompos-
ability of d also admits a different characterization (at least in
the connected case). The equivalence of the definitions is ex-
pressed in the following two lemmas. The first can be easily
proven by choosing subspaces with bases V′

k = ⟨vj⟩j∈Jk such
that V(k) = V(k − 1)⊕ V′

k for each degree. Then choose some
well order on Jk to define a well order on J =

∪
k Jk. The second

lemma is a more refined version of Lemma 6.0.6. Since we will
not need these equivalent definitions, the details are left out.

Lemma 6.0.7. A cdga (ΛV, d) is a Sullivan algebra if and only if
there exists a well order J such that V is generated by vj for j ∈ J and
dvj ∈ ΛV<j.

Lemma 6.0.8. Let (ΛV, d) be a Sullivan algebra with V0 = 0, then
d is decomposable if and only if there is a well order J as above such
that i < j implies |vi| ≤ |vj|.

It is clear that induction will be an important technique when
proving things about (minimal) Sullivan algebras. We will first
prove that minimal models always exist for 1-connected cdga’s
and afterwards prove uniqueness.

6.1 existence

Theorem 6.1.1. Let (A, d) be a 1-connected cdga, then it has a min-
imal model (ΛV, d).

Proof. We construct the model and by induction on the degree.
The resulting filtration will be on degree, so that the minimal-
ity follows from Lemma 6.0.6. We start by setting V0 = V1 = 0
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6.1 existence

and V2 = H2(A). At this stage the differential is trivial, i.e.
d(V2) = 0. Sending the cohomology classes to their representa-
tives extends to a map of cdga’s m2 : ΛV≤2 → A.

Suppose mk : ΛV≤k → A is constructed. We will add ele-
ments in degree k + 1 and extend mk to mk+1 to assert surjectiv-
ity and injectivity of H(mk+1). Let {[aα]}α∈I be a basis for the
cokernel of H(mk) : Hk+1(ΛV≤k) → Hk+1(A) and bα ∈ Ak+1 be
a representing cycle for aα. Let {[zβ]}β∈J be a basis for the ker-
nel of H(mk) : Hk+2(ΛV≤k) → Hk+2(A), note that mk(bβ) is a
boundary, so that there are elements cβ such that mk(bβ) = dcβ.

Define Vk+1 =
⊕

α∈I Ik · vα ⊕
⊕

β∈J Ik · v′β and extend d and
mk+1 by defining

d(vα) = 0 d(v′β) = zβ

mk+1(vα) = bα mk+1(v′β) = cβ

Now clearly d2 = 0 on the generators, so this extends to a
derivation on ΛV≤k+1, similarly mk+1 commutes with d on the
generators and hence extends to a chain map.

This finished the construction of V and m : ΛV → A. Now
we will prove that H(m) is an isomorphism. We will do so by
proving surjectivity and injectivity by induction on k.

Start by noting that Hi(m2) is surjective for i ≤ 2. Now as-
sume by induction that Hi(mk) is surjective for i ≤ k. Since
im H(mk) ⊂ im H(mk+1) we see that Hi(mk+1) is surjective for
i < k + 1. By construction it is also surjective in degree k + 1.
So Hi(mk) is surjective for all i ≤ k for all k.

For injectivity we note that Hi(m2) is injective for i ≤ 3, since
ΛV≤2 has no elements of degree 3. Assume Hi(mk) is injective
for i ≤ k + 1 and let [z] ∈ ker Hi(mk+1). Now if |z| ≤ k we
get [z] = 0 by induction and if |z| = k + 2 we get [z] = 0 by
construction. Finally if |z| = k + 1, then we write z = ∑ λαvα +

∑ λ′
βv′β + w where vα, v′β are the generators as above and w ∈

ΛV≤k. Now dz = 0 and so ∑ λ′
βv′β + dw = 0, so that ∑ λ′

β[zβ] =

0. Since {[zβ]} was a basis, we see that λ′
β = 0 for all β. Now by

applying mk we get ∑ λα[bα] = H(mk)[w], so that ∑ λα[aα] = 0
in the cokernel, recall that {[aα]} formed a basis and hence
λα = 0 for all α. Now z = w and the statement follows by
induction. Conclude that Hi(mk+1) is injective for i ≤ k + 2.

This concludes that H(m) is indeed an isomorphism. So we
constructed a weak equivalence m : ΛV → A, where ΛV is
minimal by Lemma 6.0.6.
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6.2 uniqueness

Remark 6.1.2. The previous construction will construct an r-reduced
minimal model for an r-connected cdga A.

Moreover if H(A) is finite dimensional in each degree, then so is
the minimal model ΛV. This follows inductively. First notice that
V2 is clearly finite dimensional. Now assume that ΛV<k is finite
dimensional in each degree, then both the cokernel and kernel are, so
we adjoin only finitely many elements in Vk.

6.2 uniqueness

Before we state the uniqueness theorem we need some more
properties of minimal models. In fact we will prove that Sulli-
van algebras are cofibrant. This allows us to use some general
facts about model categories.

Lemma 6.2.1. Sullivan algebras are cofibrant and the inclusions in-
duced by the filtration are cofibrations.

Proof. Consider the following lifting problem, where ΛV is a
Sullivan algebra.

Ik
η

//

η
��

X
≃p
����

ΛV
g

// Y
By the left adjointness of Λ we only have to specify a map

ϕ : V → X which commutes with the differential such that
p ◦ ϕ = g. We will do this by induction. Note that the induc-
tion step proves precisely that (ΛV(k), d) → (ΛV(k + 1), d) is
a cofibration.

• Suppose {vα} is a basis for V(0). Define V(0) → X by
choosing preimages xα such that p(xα) = g(vα) (p is sur-
jective). Define ϕ(vα) = xα.

• Suppose ϕ has been defined on V(n). Write V(n + 1) =
V(n) ⊕ V′ and let {vα} be a basis for V′. Then dvα ∈
ΛV(n), hence ϕ(dvα) is defined and

dϕdvα = ϕd2vα = 0

pϕdvα = gdvα = dgvα.

Now ϕdvα is a cycle and pϕdvα is a boundary of gvα. By
the following lemma there is a xα ∈ X such that dxα =
ϕdvα and pxα = gvα. The former property proves that ϕ is
a chain map, the latter proves the needed commutativity
p ◦ ϕ = g.
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6.2 uniqueness

Lemma 6.2.2. Let p : X → Y be a trivial fibration, x ∈ X a cycle,
p(x) ∈ Y a boundary of y′ ∈ Y. Then there is a x′ ∈ X such that

dx′ = x and px′ = y′.

Proof. We have p∗[x] = [px] = 0, since p∗ is injective we have
x = dx for some x ∈ X. Now px = y′ + db for some b ∈ Y.
Choose a ∈ X with pa = b, then define x′ = x − da. Now check
the requirements: px′ = px − pa = y′ and dx′ = dx − dda =
dx = x.

As minimal models are cofibrant Remark 4.3.6 immediately
implies the following.

Corollary 6.2.3. Let f : X ≃−→ Y be a weak equivalence between
cdga’s and M a minimal algebra. Then f induces an bijection:

f∗ : [M, X]
∼=−→ [M, Y].

Lemma 6.2.4. Let ϕ : (M, d) ≃−→ (M′, d′) be a weak equivalence
between minimal algebras. Then ϕ is an isomorphism.

Proof. Since both M and M′ are minimal, they are cofibrant
and so the weak equivalence is a strong homotopy equivalence
(Corollary 4.3.5). And so the induced map πn(ϕ) : πn(M) →
πn(M′) is an isomorphism (Lemma 4.5.2).

Since M (resp. M′) is free as a cga’s, it is generated by some
graded vector space V (resp. V′). By an earlier remark the
homotopy groups were easy to calculate and we conclude that
ϕ induces an isomorphism from V to V′:

π∗(ϕ) : V
∼=−→ V′.

By induction on the degree one can prove that ϕ is surjective
and hence it is a fibration. By the lifting property we can find a
right inverse ψ, which is then injective and a weak equivalence.
Now the above argument also applies to ψ and so ψ is surjec-
tive. Conclude that ψ is an isomorphism and ϕ, being its right
inverse, is an isomorphism as well.

Theorem 6.2.5. Let m : (M, d) ≃−→ (A, d) and m′ : (M′, d′) ≃−→
(A, d) be two minimal models for A. Then there is an isomorphism
ϕ(M, d)

∼=−→ (M′, d′) such that m′ ◦ ϕ ∼ m.
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6.3 the minimal model of the sphere

Proof. By Corollary 6.2.3 we have [M′, M] ∼= [M′, A]. By going
from right to left we get a map ϕ : M′ → M such that m′ ◦ ϕ ∼
m. On homology we get H(m′) ◦ H(ϕ) = H(m), proving that
(2-out-of-3) ϕ is a weak equivalence. The previous lemma states
that ϕ is then an isomorphism.

The assignment to X of its minimal model MX = (ΛV, d)
can be extended to morphisms. Let X and Y be two cdga’s and
f : X → Y be a map. By considering their minimal models we
get the following diagram.

X
f

// Y

MX

≃mX

OO
f mX

88rrrrrrrrrrrr
MY

≃mY

OO

Now by Lemma ?? we get a bijection mY
−1
∗ : [MX, Y] ∼= [MX, MY].

This gives a map M( f ) = mY
−1
∗ ( f mX) from MX to MY. Of

course this does not define a functor of cdga’s as it is only well
defined on homotopy classes. However it is clear that it does
define a functor on the homotopy category of cdga’s.

Corollary 6.2.6. The assignment X 7→ MX defines a functor M :
Ho(CDGAIk,1) → Ho(CDGAIk,1). Moreover, since the minimal
model is weakly equivalent, M gives an equivalence of categories:

M : Ho(CDGAIk,1) ∼= Ho(Minimal algebras1)

6.3 the minimal model of the sphere

We know from singular cohomology that the cohomology ring
of a n-sphere is Z[X]/(X2), i.e. the cga with 1 generator X
in degree n such that X2 = 0. This allows us to construct a
minimal model for Sn.

Definition 6.3.1. Define A(n) to be the cdga defined as

A(n) =

{
Λ(e) |e| = n de = 0 if n is odd
Λ(e, f ) |e| = n, | f | = 2n − 1 d f = e2 if n is even

.

To prove that this indeed defines minimal models, we first
note that A(n) indeed has the same cohomology groups. All
we need to prove is that there is an actual weak equivalence
A(n) → A(Sn).

For the odd case, we can choose a representative y ∈ A(Sn)
for the generator X. Sending e to y defines a map ϕ : A(n) →
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6.3 the minimal model of the sphere

A(Sn). Note that since |y| is odd we have y2 = 0 by commuta-
tivity of A(Sn), so indeed ϕ is a map of algebras. Both e and
y are cocycles, so ϕ is a chain map. Finally we see that H(ϕ)
sends [e] to X, hence this is an isomorphism.

For the even case, we need to choose two elements in A(Sn).
Again let y ∈ A(Sn) be a representative for X. Now since X2 =
0 there is an element c ∈ A(Sn) such that y2 = dc. Sending e to
y and f to c defines a map of cdga’s ϕ : A(n) → A(Sn). And
H(ϕ) sends the class [e] to X.
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7
T H E M A I N E Q U I VA L E N C E

In this chapter we aim to prove that the homotopy theory of ra-
tional spaces is the same as the homotopy theory of cdga’s over
Ik = Q. We will only work over the rationals in this chapter, so
we will omit the subscript Q in many places. Before we prove
the equivalence, we will show that A and K form a Quillen pair.
This already provides an adjunction between the homotopy cat-
egories. Besides the equivalence of the homotopy categories
we will also prove that the homotopy groups of a space will be
dual to the homotopy groups of the associated cdga.

We will prove that A preserves cofibrations and trivial cofi-
brations. We only have to check this fact for the generating
(trivial) cofibrations in sSet. Note that the contravariance of A
means that a (trivial) cofibrations should be sent to a (trivial)
fibration.

Lemma 7.0.2. A(i) : A(∆[n]) → A(∂∆[n]) is surjective.

Proof. Let ϕ ∈ A(∂∆[n]) be an element of degree k, hence it is a
map ∂∆[n] → APL

k. We want to extend this to the whole sim-
plex. By the fact that APL

k is a Kan complex and contractible
we can find a lift ϕ in the following diagram showing the sur-
jectivity.

∂∆[n]
ϕ

//
� _

i
��

APL
k

∆[n]
ϕ

;;w
w

w
w

w

Lemma 7.0.3. A(j) : A(∆[n]) → A(Λk
n) is surjective and a quasi

isomorphism.

Proof. As above we get surjectivity from the Kan condition. To
prove that A(j) is a quasi isomorphism we pass to the singular
cochain complex and use that C∗(j) : C∗(∆[n]) ≃−→ C∗(Λn

k )
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7.1 homotopy groups

is a quasi isomorphism. Consider the following diagram and
conclude that A(j) is surjective and a quasi isomorphism.

A(∆[n])
A(j)

//

≃
∮
��

A(Λk
n)

≃
∮
��

C∗(∆[n])
C∗(j)

// C∗(Λk
n)

Since A is a left adjoint, it preserves all colimits and by func-
toriality it preserves retracts. From this we can conclude the
following corollary.

Corollary 7.0.4. A preserves all cofibrations and all trivial cofibra-
tions and hence is a left Quillen functor.

Corollary 7.0.5. A and K induce an adjunction on the homotopy
categories:

LA : Ho(sSet) ⇄ Ho(CDGA)op : RK.

The induced adjunction in the previous corollary is given by
LA(X) = A(X) for X ∈ sSet (note that every simplicial set is
already cofibrant) and RK(Y) = K(Yco f ) for Y ∈ CDGA. By
the use of minimal models, and in particular the functor M. We
get the following adjunction between 1-connected objects:

Corollary 7.0.6. There is an adjunction:

M : Ho(sSet1) ⇄ Ho(Minimal models1)
op : RK,

where M is given by M(X) = M(A(X)) and RK is given by RK(Y) =
K(Y) (note that minimal models are always cofibrant).

7.1 homotopy groups

The homotopy groups of augmented cdga’s are precisely the
dual of the homotopy groups of their associated spaces.

Theorem 7.1.1. Let X be a cofibrant augmented cdga, then there is a
natural bijection

πn(KX) ∼= πn(X)∗.
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7.1 homotopy groups

Proof. We will prove the following chain of natural isomorphisms:

πn(KX) = [Sn, KX]
(1)∼= [X, A(Sn)]

(2)∼= [X, A(n)]
(3)∼= [X, V(n)]

(4)∼= πn(X)∗

The first isomorphism (1) follows from the homotopy adjunc-
tion in Corollary 7.0.5 (note that KX is a Kan complex, since
it is a simplicial group). The next two isomorphisms (2) and
(3) are induced by the weak equivalences A(n) ≃−→ A(Sn) and
A(n) ≃−→ V(n) by using Corollary 4.3.5. Finally we get (4)
from Lemma 4.5.3.

Theorem 7.1.2. Let X be a 1-connected cofibrant augmented cdga,
then the above bijection is a group isomorphism πn(KX) ∼= πn(X)∗.

Proof. We will prove that the map in the previous theorem pre-
serves the group structure. We will prove this by endowing
a certain cdga with a coalgebra structure, which induces the
multiplication in both πn(KX) and πn(X)∗.

Since every 1-connected cdga admits a minimal model, we
will assume that X is a minimal model, generated by V (filtered
by degree). We first observe that πn(X) ∼= πn(ΛV≤n, since ele-
ments of degree n + 1 or higher do not influence the homology
of QX.

Now consider the cofibration i : ΛV(n − 1) ↪→ ΛV(n) and
its associated long exact sequence (Corollary 4.5.5). It follows
that πn(ΛV(n)) ∼= πn(coker(i)). Now coker(i) is generated by
elements of degree n only (as algebra), i.e. coker(i) = (ΛW, 0)
for some vector space W = Wn. Let Y denote this space Y =
(ΛW, 0). Define a comultiplication on generators w ∈ W:

∆ : Y → Y ⊗Y : w 7→ 1⊗w + w⊗ 1.

This will always define a map on free cga’s, but in general
might not respect the differential. But since the differential is
trivial, this defines a map of cdga’s. We have the following
diagram:

πn(KY)× πn(KY)
∼=��

µ

**UUU
UUUU

UUU

πn(KY × KY)

∼=
��
�
�
�

∆∗
// πn(KY)

∼=
��
�
�
�

πn(Y ⊗Y)∗
∼=��

∆∗
// πn(Y)∗

πn(Y)∗ ⊕ πn(Y)∗
+

44iiiiiiiiii
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7.2 the eilenberg-moore theorem

The middle part commutes by the naturality of the isomor-
phisms described in Theorem 7.1.1. The only thing we need to
prove is that the upper triangle and bottom triangle commute.

For the upper triangle we note that KY is in now a simplicial
monoid (induced by the map ∆), and we know from [GJ99]
that the multiplication on the homotopy groups of a simplicial
monoid is induced by the monoid structure.

For the bottom triangle we first note that the isomorphism
πn(Y)⊕ πn(Y) ∼= πn(Y ⊗Y) follows from Lemma 4.4.3. Now

the induced map QY
Q∆−−→ Q(Y ⊗Y) ∼= Q(Y)⊕ QY is defined

as w 7→ (w, w), and so the dual is precisely addition.
So the multiplication on the homotopy groups πn(KY) and

πn(Y)∗ are induced by the same map. So by the commutativity
of the above diagram the natural bijection is a group isomor-
phism.

Recall that for a minimal model M = (ΛV, d) the homotopy
groups equal πn(M) = Vn. So in particular we know the ho-
motopy groups of the space KM.

Corollary 7.1.3. Let M = (ΛV, d) be a minimal algebra, then the
homotopy groups of KM are πn(KM) = Vn∗.

In particular, for a cdga with only one generator M = Λ(v) with
dv = 0 and |v| = n, we conclude that KM is an Eilenberg-MacLane
space of type K(Ik∗, n).

7.2 the eilenberg-moore theorem

Before we prove the actual equivalence, we will discuss a the-
orem of Eilenberg and Moore. The theorem tells us that the
singular cochain complex of a pullback along a fibration is nice
in a particular way. The theorem and its proof (using spectral
sequences) can be found in [McC01, Theorem 7.14].

Theorem 7.2.1. Given the following pullback diagram of spaces

E f //

⌟
��

E
p
����

X
f

// B

where p is a fibration, all spaces are 0-connected and B is 1-connected.
The cohomology with coefficients in a field Ik can be computed by an
isomorphism

Tor
C∗(B;Ik)

(C∗(X; Ik), C∗(E; Ik))
∼=−→ H(C∗(E f ; Ik)).
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7.3 equivalence on rational spaces

Now the Tor group appearing in the theorem can be com-
puted via a bar construction. The explicit construction for cdga’s
can be found in [BG76], but also in [Ols] where it is related to
the homotopy pushout of cdga’s. We will not discuss the details
of the bar construction. However it is important to know that
the Tor group only depends on the cohomology of the dga’s
in use (see [McC01, Corollary 7.7]), in other words: quasi iso-
morphic dga’s (in a compatible way) will have isomorphic Tor
groups. Since C∗(−; Q) is isomorphic to A(−), the above theo-
rem also holds for our functor A. We can restate the theorem
as follows.

Corollary 7.2.2. Given the following pullback diagram of spaces

E f //

⌟
��

E
p
����

X
f

// B

where p is a fibration. Assume that all spaces are 0-connected and B
is 1-connected. Then the induced diagram

A(B) //

��

A(E)

��

A(X) // A(E f )

is a homotopy pushout.

Another exposition of this corollary can be found in [Ber12,
Section 8.4]. A very brief summary of the above statement is
that A sends homotopy pullbacks to homotopy pushout (as-
suming some connectedness).

7.3 equivalence on rational spaces

In this section we will prove that the adjunction in Corollary 7.0.6
is in fact an equivalence when restricted to certain subcate-
gories. One of the restrictions is the following.

Definition 7.3.1. A cdga A is said to be of finite type if H(A) is
finite dimensional in each degree. Similarly X is of finite type if
Hi(X; Q) is finite dimensional for each i.

Note that X is of finite type if and only if A(X) is of finite
type.
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7.3 equivalence on rational spaces

For the equivalence of rational spaces and cdga’s we need
that the unit and counit of the adjunction in Corollary 7.0.6 are
in fact weak equivalences for rational spaces. More formally:
for any (automatically cofibrant) X ∈ sSet and any minimal
model A ∈ CDGA, both rational, 1-connected and of finite
type, the following two natural maps are weak equivalences:

X → K(M(X))

A → M(K(A))

where the first of the two maps is given by the composition

X → K(A(X))
K(mX)−−−−→ K(M(X)), and the second map is ob-

tained by the map A → A(K(A)) and using the bijection from
Corollary 6.2.3: [A, A(K(A))] ∼= [A, M(K(A))]. By the 2-out-of-
3 property the map A → M(K(A)) is a weak equivalence if and
only if the ordinary unit A → A(K(A)) is a weak equivalence.

Lemma 7.3.2. (Base case) Let A = (Λ(v), 0) be a minimal model
with one generator of degree |v| = n ≥ 1. Then A ≃−→ A(K(A)).

Proof. By Corollary 7.1.3 we know that K(A) is an Eilenberg-
MacLane space of type K(Q∗, n). The cohomology of an
Eilenberg-MacLane space with coefficients in Q is known (note
that this is specific for Q):

H∗(K(Q∗, n); Q) = Q[x],

that is, the free commutative graded algebra with one generator
x. This can be calculated, for example, with spectral sequences
[GM13].

Now choose a cycle z ∈ A(K(Q∗, n)) representing the class
x and define a map A → A(K(A)) by sending the generator v
to z. This induces an isomorphism on cohomology. So A is the
minimal model for A(K(A)).

Lemma 7.3.3. (Induction step) Let A be a cofibrant, connected alge-
bra. Let B be the pushout in the following square, where m ≥ 1:

ΛS(m + 1)� _

��

//

⌜

A� _

��

ΛD(m) // B

Then if A → A(K(A)) is a weak equivalence, so is B → A(K(B)).
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7.3 equivalence on rational spaces

Proof. Applying K to the above diagram gives a pullback di-
agram of simplicial sets, where the induced vertical maps are
fibrations (since K is right Quillen). In other words, the induced
square is a homotopy pullback.

Applying A again gives the following cube of cdga’s:

ΛS(m + 1)� _

��

//

≃UU
U

**UUU ⌜
A� _

��

≃
KK

%%KK

A(K(ΛS(m + 1)))

��

// A(K(A))

��

ΛD(m) //

≃UU
UU

**UUUU
B

%%KK
KKK

K

A(K(ΛD(m))) // A(K(B))

Note that we have a weak equivalence in the top left corner, by
the base case (ΛS(m + 1) = (Λ(v), 0)). The weak equivalence
in the top right is by assumption. Finally the bottom left map
is a weak equivalence because both cdga’s are acyclic.

By Corollary 7.2.2 we know that the front face is a homotopy
pushout. The back face is a homotopy pushout by Lemma B.4.1
and to conclude that B → A(K(B)) is a weak equivalence, we
use the cube lemma (Lemma B.4.2).

Now we wish to use the previous lemma as an induction
step for minimal models. Let (ΛV, d) be some minimal algebra.
Write V(n + 1) = V(n)⊕ V′ and let v ∈ V′ of degree |v| = k,
then the minimal algebra (Λ(V(n)⊕Q · v), d) is the pushout in
the following diagram, where f sends the generator c to dv.

S(k)� _

��

f
//

⌜

(ΛV(n), d)

��

T(k − 1) // (Λ(V(n)⊕ Q · v), d)

In particular if the vector space V′ is finitely generated, we can
repeat this procedure for all basis elements (it does not matter
in what order we do so, as dv ∈ ΛV(n)). So in this case where
V′ is finite-dimensional, if (ΛV(n), d) → A(K(ΛV(n), d)) is a
weak equivalence, then by the above lemma (ΛV(n + 1), d) →
A(K(ΛV(n + 1), d)) is a weak equivalence as well.

Note that by Remark 6.1.2 every cdga of finite type has a
minimal model which is finite dimensional in each degree.

Corollary 7.3.4. Let (ΛV, d) be a 1-connected minimal algebra with
Vi finite dimensional for all i. Then (ΛV, d) → A(K(ΛV, d)) is a
weak equivalence.
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7.3 equivalence on rational spaces

Proof. Note that if we want to prove the isomorphism
Hi(ΛV, d) → Hi(A(K(ΛV, d))) it is enough to prove that
Hi(ΛV≤i, d) → Hi(A(K(ΛV≤i, d))) is an isomorphism (as the
elements of higher degree do not change the isomorphism). By
the 1-connectedness we can choose our filtration to respect the
degree by Lemma 6.0.6.

Now V(n) is finitely generated for all n by assumption. By
the inductive procedure above we see that (ΛV(n), d) →
A(K(ΛV(n), d)) is a weak equivalence for all n. Hence
(ΛV, d) → A(K(ΛV, d)) is a weak equivalence.

Now we want to prove that X → K(M(X)) is a weak equiva-
lence for a simply connected rational space X of finite type. For
this, we will use that A preserves and detects such weak equiva-
lences by the Serre-Whitehead theorem (Corollary 2.1.4). To be
precise: for a simply connected rational space X the map X →
K(M(X)) is a weak equivalence if and only if A(K(M(X))) →
A(X) is a weak equivalence.

Lemma 7.3.5. The map X → K(M(X)) is a weak equivalence for
1-connected, rational spaces X of finite type.

Proof. Recall that the map X → K(M(X)) was defined to be
the composition of the actual unit of the adjunction and the
map K(mX). When applying A we get the following situation,
where commutativity is ensured by the adjunction laws:

A(X) A(K(A(X)))oo A(K(M(X)))oo

A(X)
id

ffNNNNNNNNNNN

OO

M(X)≃oo

OO

The map on the right is a weak equivalence by Corollary 7.3.4.
Then by the 2-out-of-3 property we see that the above com-
position is indeed a weak equivalence. Since A detects weak
equivalences, we conclude that X → K(M(X)) is a weak equiv-
alence.

We have proven the following theorem.
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7.3 equivalence on rational spaces

Theorem 7.3.6. The functors A and K induce an equivalence of ho-
motopy categories, when restricted to rational, 1-connected objects of
finite type. More formally, we have:

Ho(sSetQ,1, f ) ∼= Ho(CDGAQ,1, f ).

Furthermore, for any 1-connected space X of finite type, we have
the following isomorphism of groups:

πi(X)⊗Q ∼= Vi∗,

where (ΛV, d) is the minimal model of A(X).
Finally we see that for a 1-connected space X of finite type, we have

a natural rationalization:

X → K(A(X))
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Part III

A P P L I C AT I O N S A N D F U RT H E R
T O P I C S



8
R AT I O N A L H O M O T O P Y G R O U P S O F T H E
S P H E R E S A N D O T H E R C A L C U L AT I O N S

In this chapter we will calculate the rational homotopy groups
of the spheres using minimal models. The minimal model for
the sphere was already given, but we will quickly redo the cal-
culation.

8.1 the sphere

Proposition 8.1.1. For odd n the rational homotopy groups of Sn are
given by

πi(Sn)⊗Q ∼=
{

Q, if i = n
0, otherwise.

Proof. We know the cohomology of the sphere by classical re-
sults:

Hi(Sn; Q) =


Q · 1, if i = 0
Q · x, if i = n
0, otherwise,

where x is a generator of degree n. Define MSn = Λ(e) with
d(e) = 0 and e of degree n. Notice that since n is odd, we get
e2 = 0. By taking a representative for x, we can give a map
MSn → A(Sn), which is a weak equivalence.

Clearly MSn is minimal, and hence it is a minimal model for
Sn. By Theorem 7.3.6 we have

π∗(Sn)⊗Q = π∗(K(MSn)) = π∗(MSn)∗ = Q · e∗.

Proposition 8.1.2. For even n the rational homotopy groups of Sn

are given by

πi(Sn)⊗Q ∼=


Q, if i = 2n − 1
Q, if i = n
0, otherwise.
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8.2 eilenberg-maclane spaces

Proof. Again since we know the cohomology of the sphere, we
can construct its minimal model. Define MSn = Λ(e, f ) with
d(e) = 0, d( f ) = e2 and |e| = n, | f | = 2n − 1. Let [x] ∈
Hn(Sn; Q) be a generator and x ∈ A(Sn) its representative, then
notice that [x]2 = 0. This means that there exists an element
y ∈ A(Sn) such that dy = x2. Mapping e to x and f to y defines
a quasi isomorphism MSn → A(Sn).

Again we can use Corollary 7.1.3 to directly conclude:

π∗(Sn)⊗Q = π∗(MSn)∗ = Q · e∗ ⊕ Q · f ∗.

The generators e and f in the last proof are related by the so
called Whitehead product. The whitehead product is a bilinear
map πp(X)× πq(X) → πp+q−1(X) satisfying a graded commu-
tativity relation and a graded Jacobi relation, see [FHT01]. If
we define a Whitehead algebra to be a graded vector space with
such a map satisfying these relations, we can summarize the
above two propositions as follows [Ber12].

Corollary 8.1.3. The rational homotopy groups of Sn are given by

π∗(Sn)⊗Q = the free whitehead algebra on 1 generator.

Together with the fact that all groups πi(Sn) are finitely gen-
erated (this is proven by Serre in [Ser53]) we can conclude that
πi(Sn) is a finite group unless i = n and unless i = 2n − 1 for
even n. The fact that πi(Sn) are finitely generated can be proven
by the Serre-Hurewicz theorems (Theorem 2.0.9) when taking
the Serre class of finitely generated abelian groups (but this re-
quires a weaker notion of a Serre class, and stronger theorems,
than the one given in this thesis).

8.2 eilenberg-maclane spaces

The following result is already used in proving the main the-
orem. But using the main theorem it is an easy and elegant
consequence.

Proposition 8.2.1. For an Eilenberg-MacLane space of type K(Z, n)
we have:

H∗(K(Z, n); Q) ∼= Q[x],

i.e. the free graded commutative algebra on 1 generator.
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8.3 products

Proof. By the existence theorem for minimal models, we know
there is a minimal model (ΛV, d) ≃−→ A(K(Z, n)). By calculat-
ing the homotopy groups we see

Vi∗ = πi(ΛV)∗ = πi(K(Z, n))⊗Q =

{
Q, if i = n
0, otherwise.

This means that V is concentrated in degree n and that the
differential is trivial. Take a generator x of degree n such
that V = Q · x and conclude that the cohomology of the min-
imal model, and hence the rational cohomology of K(Z, n), is
H(ΛV, 0) = Q[x].

Note that both the result on the spheres and this result are
very different in ordinary homotopy theory. The ordinary ho-
motopy groups of the spheres are very hard to calculate and
in many cases even unknown. Similarly the (co)homology of
Eilenberg-MacLane spaces is complicated (but known). In ra-
tional homotopy theory, both are easy to calculate.

Another remarkable thing happens here, the odd spheres are
rationally equivalent to Eilenberg-MacLane spaces. In a further
section we will briefly see that this allows us to prove that Sn

Q

is an H-space if and only if n is odd.

8.3 products

Let X and Y be two 1-connected spaces, we will determine the
minimal model for X × Y. We have the two projections maps
X ×Y

πX−−→ X and X ×Y
πY−−→ Y which induces maps of cdga’s:

A(X)
πX∗−−−→ A(X × Y) and A(Y)

πY∗−−−→ A(X × Y). Because we
are working with commutative algebras, we can multiply the
two maps to obtain:

µ : A(X)⊗ A(Y)
πX∗·πY∗−−−−−→ A(X × Y).

This is different from the singular cochain complex where the
Eilenberg-Zilber map is needed. By passing to cohomology the
multiplication is identified with the cup product. Hence, by
applying the Künneth theorem, we see that µ is a weak equiva-
lence.

Now if MX = (ΛV, dX) and MY = (ΛW, dY) are the min-
imal models for A(X) and A(Y), we see that MX ⊗ MY

≃−→
A(X)⊗ A(Y) is a weak equivalence (again by the Künneth the-
orem). Furthermore MX ⊗ MY = (ΛV ⊗ΛW, dX ⊗ dY) is itself
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8.4 h-spaces

minimal, with V ⊕ W as generating space. As a direct conse-
quence we see that

πi(X × Y)⊗Q ∼= πi(MX ⊗ MY)
∗

∼= Vi∗ ⊕ W i∗ ∼= πi(X)⊕ πi(Y),

which of course also follows from the classical result that ordi-
nary homotopy groups already commute with products [May99].

Going from cdga’s to spaces is easier. Since K is a right ad-
joint from CDGAop to sSet it preserves products. For two (pos-
sibly minimal) cdga’s A and B, this means:

K(A⊗ B) ∼= K(A)× K(B).

Since the geometric realization of simplicial sets also preserve
products, we get

|K(A⊗ B)| ∼= |K(A)| × |K(B)|.

8.4 h-spaces

In this section we will prove that the rational cohomology of an
H-space is free as commutative graded algebra. We will also
give its minimal model and relate it to the homotopy groups.
In some sense H-spaces are homotopy generalizations of topo-
logical monoids. In particular topological groups (and hence
Lie groups) are H-spaces.

Definition 8.4.1. An H-space is a pointed topological space x0 ∈
X with a map µ : X × X → X, such that µ(x0,−), µ(−, x0) :
X → X are homotopic to idX.

Let X be an 0-connected H-space of finite type, then we have
the induced comultiplication map

µ∗ : H∗(X; Q) → H∗(X; Q)⊗ H∗(X; Q).

Homotopic maps are sent to equal maps in cohomology, so
we get H∗(µ(x0,−)) = idH∗(X;Q). Now write H∗(µ(x0,−)) =
(ϵ⊗ id) ◦ H∗(µ), where ϵ is the augmentation induced by x0, to
conclude that for any h ∈ H+(X; Q) the image is of the form

H∗(µ)(h) = h⊗ 1 + 1⊗ h + ψ,

for some element ψ ∈ H+(X; Q)⊗ H+(X; Q). This means that
the comultiplication is counital.
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8.4 h-spaces

Choose a subspace V of H+(X; Q) such that H+(X; Q) =
V ⊕ H+(X; Q) · H+(X; Q). In particular we get V1 = H1(X; Q)
and H2(X; Q) = V2 ⊕ H1(X; Q) · H1(X; Q). Continuing with
induction we see that the induced map ϕ : ΛV → H∗(X; Q)
is surjective. One can prove (by induction on the degree and
using the counitality) that the elements in V are primitive, i.e.
µ∗(v) = 1⊗ v + v⊗ 1 for all v ∈ V. The free algebra also ad-
mits a comultiplication, by requiring that the generators are the
primitive elements. It follows that the following diagram com-
mutes:

ΛV
ϕ

//

∆
��

H∗(X; Q)

µ∗

��

ΛV ⊗ΛV
ϕ⊗ ϕ

// H∗(X; Q)⊗ H∗(X; Q)

We will now prove that ϕ is also injective. Suppose by in-
duction that ϕ is injective on ΛV<n. An element w ∈ ΛV≤n

can be written as ∑k1,...,kr vk1
1 · · · vkr

r ak1···kr , where {v1, . . . , vr} is
a basis for Vn and ak1···kr ∈ ΛV<n. Assume ϕ(w) = 0. Let
π : H∗(X; Q) → H∗(X; Q)/ϕ(ΛV<n) be the (linear) projection
map. Now consider the image of (π ⊗ id)µ∗(ϕ(w) in the com-
ponent im(π)n ⊗ H∗(X; Q), it can be written as (here we use
the above commuting square):

∑
i
(±π(vi)⊗ ϕ( ∑

k1,...,kr

kiv
k1
1 · · · vki−1

i · · · vkr
r ak1···kr)

As ϕ(w) = 0 and the elements π(vi) are linearly independent,
we see that ϕ(∑k1,...,kr kiv

k1
1 · · · vki−1

i · · · vkr
r ak1···kr) = 0 for all i.

By induction on the degree of w (the base case being |w| = n is
trivial), we conclude that

∑
k1,...,kr

kiv
k1
1 · · · vki−1

i · · · vkr
r ak1···kr = 0 for all i

This means that either all ki = 0, in which case w ∈ ΛV<n and
so w = 0 by induction, or all ak1,...,kr = 0, in which case we have
w = 0. This proves that ϕ is injective.

We have proven that ϕ : ΛV → H∗(H; Q) is an isomorphism.
So the cohomology of an H-space is free as cga. Now we
can choose cocycles in A(X) which represent the cohomology
classes. More precisely for v(n)i ∈ Vn we choose w(n)

i ∈ A(X)n

representing it. This defines a map, which sends v(n)i to w(n)
i .

Since w(n)
i are cocycles, this is a map of cdga’s:

m : (ΛV, 0) → A(X)
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8.4 h-spaces

Now by the calculation above, this is a weak equivalence. Fur-
thermore (ΛV, 0) is minimal. We have proven the following
lemma:

Lemma 8.4.2. Let X be a 0-connected H-space of finite type. Then
its minimal model is of the form (ΛV, 0). In particular we see:

H(X; Q) = ΛV π∗(X)⊗Q = V∗

This allows us to directly relate the rational homotopy groups
to the cohomology groups. Since the rational cohomology of
the sphere Sn is not free (as algebra) when n is even we get the
following.

Corollary 8.4.3. The spheres Sn are not H-spaces if n is even.

In fact we have that Sn
Q is an H-space if and only if n is odd.

The only if part is precisely the above corollary. The if part
follows from the fact that Sn

Q is the Eilenberg-MacLane space
K(Q∗, n) for odd n.
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9
F U RT H E R T O P I C S

9.1 quillen’s approach

In this thesis we used Sullivan’s approach to give algebraic
models for rational spaces. However, Sullivan was not the
first to give algebraic models. Quillen gave a dual approach
in [Qui69]. By a long chain of homotopy equivalences his main
result is

Ho(TopQ,1)
∼= Ho(dg Lie algebrasQ,0)

∼= Ho(cdg coalgebrasQ,1)

The first category is the one of differential graded Lie algebras
over Q and the second is cocommutative (coassociative) differ-
ential graded coalgebras. Quillen’s approach does not need the
finite dimensionality assumptions and is hence more general.

Minimal models in these categories also exist, as shown in
[Nei78]. They are defined analogously, we require the object to
be cofibrant (or fibrant in the case of coalgebras) and that the
differential is zero in the chain complex of indecomposables.
Of course the meaning of indecomposable depends on the cat-
egory.

Despite the generality of Quillen’s approach, the author of
this thesis prefers the approach by Sullivan as it provides a
single, elegant functor A : sSet → CDGA. Moreover cdga’s
are easier to manipulate, as commutative ring theory is a more
basic subject than Lie algebras or coalgebras.

9.2 nilpotency

In many locations in this thesis we assumed simply connected-
ness of objects (both spaces an cdga’s). The assumption was
often use to prove the base case of some inductive argument.
In [BG76] the main equivalence is proven for so called nilpo-
tent spaces (which is more general than 1-connected spaces).

In short, a nilpotent group is a group which is constructed
by finitely many extensions of abelian groups. A space is called
nilpotent if its fundamental group is nilpotent and the action of
π1 on πn satisfies a related requirement.
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9.3 localizations at primes

Many theorems remain valid when assuming nilpotent spaces
instead of simply connected spaces. However the proofs are
complicated, as they need another inductive argument on these
extensions of abelian groups in the base case.

9.3 localizations at primes

In Chapter 2 we proved some results by Serre to relate homo-
topy groups and homology groups modulo a class of abelian
groups. Now the class of p-torsion groups and the class of p-
divisible groups are also Serre classes. This suggests that we
can also “localize homotopy theory at primes”. Indeed the con-
struction in Chapter 3 can be altered to give a p-localization Xp
of a space X. Recall that the rationalization was constructed as
a telescope with a copy of the sphere for each k > 0. The kth
copy was used in order to divid by k. For the p-localization we
only add a copy of the sphere for k > 0 relative prime to p.

Now that we have a bunch of localizations XQ, X2, X3, X5, . . .
we might wonder what homotopical information of X we can
recover from these localizations. In other words: can we go
from local to global? The answer is yes in the following sense.
Details can be found in [MP11] and [SR05].

Theorem 9.3.1. Let X be a space, then X is the homotopy pullback
in

X //

��

∏p prime Xp

��

XQ
// (∏p prime Xp)Q

This theorem is known as the arithmetic square, fracture theorem
or local-to-global theorem.

As an example we find that if X is an H-space, then so are
its localizations. The converse also holds when certain compati-
bility requirements are satisfied [SR05]. In the previous section
we were able to prove that Sn

Q is an H-space if and only if n is
odd. It turns out that the prime p = 2 brings the key to Adams’
theorem: for odd n we have that Sn

2 is an H-space if and only if
n = 1, 3 or 7. For the other primes Sn

p is always an H-space for
odd n. This observation leads to one approach to prove Adams’
theorem.
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Part IV

A P P E N D I C E S



A
D I F F E R E N T I A L G R A D E D A L G E B R A

In this section Ik will be any commutative ring. We will re-
cap some of the basic definitions of commutative algebra in a
graded setting. By linear, module, tensor product, etc. . . we always
mean Ik-linear, Ik-module, tensor product over Ik, etc. . . .

a.1 graded algebra

Definition A.1.1. A module M is said to be graded if it is equipped
with a decomposition

M =
⊕
n∈Z

Mn.

An element x ∈ Mn is called a homogeneous element and said to
be of degree |x| = n.

If M is just any module, it always has the trivial grading
given by M0 = M and Mi = 0 for i ̸= 0, i.e. M is concentrated in
degree 0. In particular Ik itself is a graded module concentrated
in degree 0.

Definition A.1.2. A linear map f : M → N between graded
modules is graded of degree p if it respects the grading and raises
the degree by p, i.e.

f
∣∣

Mn
: Mn → Nn+p.

Definition A.1.3. The graded maps f : M → N between graded
modules can be arranged in a graded module by defining:

Homgr(M, N)n = { f : M → N | f is graded of degree n}.

Note that not all linear maps can be decomposed into a sum
of graded maps, so that Homgr(M, N) ⊂ Hom(M, N) may be
proper for some M and N.

Recall that the tensor product of modules distributes over
direct sums. This defines a natural grading on the ordinary
tensor product.
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A.1 graded algebra

Definition A.1.4. The graded tensor product is defined as:

(M ⊗ N)n =
⊕

i+j=n

Mi ⊗ Nj.

The tensor product extends to graded maps. Let f : A → B
and g : X → Y be two graded maps, then their tensor product
f ⊗ g : A⊗ B → X ⊗Y is defined as:

( f ⊗ g)(a⊗ x) = (−1)|a||g| · f (a)⊗ g(x).

The sign is due to Koszul’s sign convention: whenever two
elements next to each other are swapped (in this case g and a)
a minus sign appears if both elements are of odd degree. More
formally we can define a swap map

τ : A⊗ B → B⊗ A : a⊗ b 7→ (−1)|a||b|b⊗ a.

The graded modules together with graded maps of degree 0
form the category gr-IkMod of graded modules. From now on
we will simply refer to maps instead of graded maps. Together
with the tensor product and the ground ring, (gr-IkMod,⊗, Ik)
is a symmetric monoidal category (with the symmetry given by
τ). This now dictates the definition of a graded algebra.

Definition A.1.5. A graded algebra consists of a graded module
A together with two maps of degree 0:

µ : A⊗ A → A and η : k → A

such that µ is associative and η is a unit for µ.
A map between two graded algebra will be called a graded

algebra map if the map is compatible with the multiplication
and unit. Such a map is necessarily of degree 0.

Again these objects and maps form a category, denoted as
gr-IkAlg. We will denote multiplication by a dot or juxtaposi-
tion, instead of explicitly mentioning µ.

Definition A.1.6. A graded algebra A is commutative if for all
x, y ∈ A

xy = (−1)|x||y|yx.
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A.2 differential graded algebra

a.2 differential graded algebra

Definition A.2.1. A differential graded module (M, d) is a graded
module M together with a map d : M → M of degree −1, called
a differential, such that dd = 0. A map f : M → N is a chain map
if it is compatible with the differential, i.e. dN f = f dM.

A differential graded module (M, d) with Mi = 0 for all i < 0
is a chain complex. A differential graded module (M, d) with
Mi = 0 for all i > 0 is a cochain complex. It will be convenient to
define Mi = M−i in the latter case, so that M =

⊕
n∈N Mi and

d is a map of upper degree +1.

Definition A.2.2. Let (M, dM) and (N, dN) be two differential
graded modules, their tensor product M ⊗ N is a differential
graded module with the differential given by:

dM ⊗ N = dM ⊗ idN + idM ⊗ dN.

Finally we come to the definition of a differential graded alge-
bra. This will be a graded algebra with a differential. Of course
we want this to be compatible with the algebra structure, or
stated differently: we want µ and η to be chain maps.

Definition A.2.3. A differential graded algebra (dga) is a graded
algebra A together with an differential d such that in addition
the Leibniz rule holds:

d(xy) = d(x)y + (−1)|x|xd(y) for all x, y ∈ A.

In general, a map which satisfies the above Leibniz rule is
called a derivation. It is not hard to see that the definition of
a dga precisely defines the monoidal objects in the category of
differential graded modules.

In this thesis we will restrict our attention to dga’s M with
Mi = 0 for all i < 0, i.e. non-negatively (cohomologically)
graded dga’s. We denote the category of these dga’s by DGAIk,
the category of commutative dga’s (cdga’s) will be denoted by
CDGAIk. If no confusion can arise, the ground ring Ik will be
suppressed in this notation. These objects are also referred to
as (co)chain algebras.

Definition A.2.4. An augmented dga is a dga A with an map
ϵ : A → Ik. Note that this necessarily means that ϵη = id.

The above notion is dual to the notion of a pointed objects.
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A.3 homology

Remark A.2.5. Note that all the above definitions (i.e. the definitions
of graded objects, algebras, differentials, augmentations) are orthogo-
nal, meaning that any combination makes sense. However, keep in
mind that we require the structures to be compatible. For example,
an algebra with differential should satisfy the Leibniz rule (i.e. the
differential should be a map of algebras).

a.3 homology

Whenever we have a differential module we have d ◦ d = 0, or
put in other words: the image of d is a submodule of the kernel
of d. The quotient of the two graded modules will be of interest.
Note that the following definition depends on the differential
d, however it is often left out from the notation.

Definition A.3.1. Given a differential module (M, d) we define
the homology of M as:

H(M) = ker(d)/ im(d).

If the module has more structure as discussed above, homol-
ogy will preserve this.

Remark A.3.2. Let M be a differential module. Then homology pre-
serves the following.

• If M is graded, so is H(M), where the grading is given by

H(M)i = ker(d
∣∣

Mi
)/d(Mi+1)

• If M has an algebra structure, then so does H(M), given by

[z1] · [z2] = [z1 · z2]

• If M is a commutative algebra, so is H(M).

• If M is augmented, so is H(M).

Of course the converses need not be true. For example the
singular cochain complex associated to a space is a graded dif-
ferential algebra which is not commutative. However, by taking
homology one gets a commutative algebra.

Note that taking homology of a differential graded module
(or algebra) is functorial. Whenever a map f : M → N of differ-
ential graded modules (or algebras) induces an isomorphism
on homology, we say that f is a quasi isomorphism.
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A.4 classical results

Definition A.3.3. Let M be a graded module. We say that M is
n-reduced if Mi = 0 for all i ≤ n. Similarly we say that a graded
augmented algebra A is n-reduced if Ai = 0 for all 1 ≤ i ≤ n
and η : Ik

∼=−→ A0.
Let (M, d) be a chain complex (or algebra). We say that M

is n-connected if H(M) is n-reduced as graded module (resp.
augmented algebra). Similarly for cochain complexes (or alge-
bras).

a.4 classical results

We will give some classical known results of algebraic topology
or homological algebra. Proofs of these theorems can be found
in many places such as [Rot09, Wei95].

Theorem A.4.1. (Universal coefficient theorem) Let C be a chain
complex and A an abelian group, then there are natural short exact
sequences for each n:

0 → Hn(C)⊗ A → Hn(C ⊗ A) → Tor(Hn−1(C), A) → 0

0 → Ext(Hn−1(C), A) → Hn(Hom(C, A)) → Hom(Hn(C), A) → 0

The first statement generalizes to a theorem where A is a
chain complex itself. When choosing to work over a field the
torsion will vanish and the exactness will induce an isomor-
phism. This is (one formulation of) the Künneth theorem.

Theorem A.4.2. (Künneth) Assume that Ik is a field and let C and D
be (co)chain complexes, then there is a natural isomorphism (a linear
graded map of degree 0):

H(C)⊗ H(D)
∼=−→ H(C ⊗ D),

where we understand both tensors as graded. If C and D are algebras,
this isomorphism is an isomorphism of algebras.

a.5 the free cdga

Just as in ordinary linear algebra we can form an algebra from
any graded module. Furthermore we will see that a differential
induces a derivation.

Definition A.5.1. The tensor algebra of a graded module M is
defined as

T(M) =
⊕
n∈N

M⊗ n,
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A.5 the free cdga

where M⊗ 0 = Ik. An element m = m1 ⊗ . . .⊗mn has a word
length of n and its degree is |m| = ∑n

i=i |mi|. The multiplication
is given by the tensor product (note that the bilinearity follows
immediately).

Note that this construction is functorial and it is free in the
following sense.

Lemma A.5.2. Let M be a graded module and A a graded algebra.

• A graded map f : M → A of degree 0 extends uniquely to an
algebra map f : TM → A.

• A differential d : M → M extends uniquely to a derivation
d : TM → TM.

Corollary A.5.3. Let U be the forgetful functor from graded algebras
to graded modules, then T and U form an adjoint pair:

T : gr-IkMod ⇄ gr-IkAlg : U

Moreover it extends and restricts to

T : dg-IkMod ⇄ dg-IkAlg : U

T : Chn≥0(Ik) ⇄ DGAIk : U

As with the symmetric algebra and exterior algebra of a vec-
tor space, we can turn this graded tensor algebra in a commu-
tative graded algebra.

Definition A.5.4. Let A be a graded algebra and define

I = ⟨ab − (−1)|a||b|ba | a, b ∈ A⟩
Then A/I is a commutative graded algebra.

For a graded module M we define the free commutative graded
algebra as

Λ(M) = TM/I

Again this extends to differential graded modules (i.e. the
ideal is preserved by the derivative) and restricts to cochain
complexes.

Lemma A.5.5. We have the following adjunctions:

Λ : gr-IkMod ⇄ gr-IkAlgcomm : U

Λ : dg-IkMod ⇄ dg-IkAlgcomm : U

Λ : Chn≥0(Ik) ⇄ CDGAIk : U

We can now easily construct cdga’s by specifying generators
and their differentials. Note that a free algebra has a natural
augmentation, defined as ϵ(v) = 0 for every generator v and
ϵ(1) = 1.

76



B
M O D E L C AT E G O R I E S

As this thesis considers different categories, each with its own
homotopy theory, it is natural to use Quillen’s formalism of
model categories. Not only gives this the right definition of
the associated homotopy category, it also gives existence of lifts
and lifts of homotopies.

Definition B.0.6. A model category is a category C together with
three subcategories:

• a class of weak equivalences W,

• a class of fibrations Fib and

• a class of cofibrations Cof,

such that the following five axioms hold:

MC1 All finite limits and colimits exist in C.

MC2 The 2-out-of-3 property: if f , g and f g are maps such that
two of them are weak equivalences, then so it the third.

MC3 All three classes of maps are closed under retracts. A class
K is closed under retracts if, when given a diagram

A′ i //

g
��

A r //

f
��

A′

g
��

X′ j
// X s // X′

with r ◦ i = id and s ◦ j = id, then f ∈ K implies g ∈ K.

MC4 In any commuting square with i ∈ Cof and p ∈ Fib

A

i
��

// X
p
��

B // Y

there exist a lift h : B → Y if either (a) i ∈ W or (b) p ∈ W.

MC5 Any map f : A → B can be factored in two ways:

a) as f = pi, where i ∈ Cof∩W and p ∈ Fib and

b) as f = pi, where i ∈ Cof and p ∈ Fib∩W.
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model categories

Notation B.0.7. For brevity

• we write f : A ↠ B when f is a fibration,

• we write f : A ↪→ B when f is a cofibration and

• we write f : A ≃−→ B when f is a weak equivalence.

Furthermore a map which is a fibration and a weak equivalence
is called a trivial fibration, similarly we have trivial cofibration.

Definition B.0.8. An object A in a model category C will be
called fibrant if A → 1 is a fibration and cofibrant if 0 → A is a
cofibration.

Note that axiom [MC5a] allows us to replace any object X
with a weakly equivalent fibrant object X f ib and by [MC5b] by a
weakly equivalent cofibrant object Xco f , as seen in the following
diagram:

0 //� p

!!C
CC

CC
CC

X

Xco f

≃zzz

== ==zzzz

X //� p

≃
CC

CC

!!CC
C

1

X f ib

== ==|||||||

The fourth axiom actually characterizes the classes of (triv-
ial) fibrations and (trivial) cofibrations. We will abbreviate left
lifting property with LLP and right lifting property with RLP.
We will not prove these statements, but only expose them be-
cause we use them throughout this thesis. One can find proofs
in [DS95, May99].

Lemma B.0.9. Let C be a model category.

• The cofibrations in C are the maps with a LLP w.r.t. trivial fibrations.

• The fibrations in C are the maps with a RLP w.r.t. trivial cofibrations.

• The trivial cofibrations in C are the maps with a LLP w.r.t. fibrations.

• The trivial fibrations in C are the maps with a RLP w.r.t. cofibrations.

This means that once we choose the weak equivalences and
the fibrations for a category C, the cofibrations are determined,
and vice versa. The classes of fibrations behave nice with re-
spect to pullbacks and dually cofibrations behave nice with
pushouts:
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model categories

Lemma B.0.10. Let C be a model category. Consider the following
two diagrams where P is the pushout and pullback respectively.

A

⌜

//� _

(≃) i
��

C
j
��

B // P

P⌟
//

q
��

X
(≃) p

����

Z // Y

• If i is a (trivial) cofibration, so is j.

• If p is a (trivial) fibration, so is q.

Lemma B.0.11. Let C be a model category. Let f : A ↪→ B and
g : A′ ↪→ B′ be two (trivial) cofibrations, then the induced map of the
coproducts f + g : A + A′ → B + B′ is also a (trivial) cofibration.
Dually: the product of two (trivial) fibrations is a (trivial) fibration.

Of course the most important model category is the one of
topological spaces. We will be interested in the standard model
structure on topological spaces, which has weak homotopy equiv-
alences as weak equivalences. Equally important is the model
category of simplicial sets.

Example B.0.12. The category Top of topological spaces admits
a model structure as follows.

• Weak equivalences: maps inducing isomorphisms on all
homotopy groups.

• Fibrations: Serre fibrations, i.e. maps with the right lifting
property with respect to the inclusions Dn ↪→ Dn × I.

• Cofibrations: the smallest class of maps containing Sn−1 ↪→
Dn which is closed under transfinite compositions, pushouts,
coproducts and retracts.

Example B.0.13. The category sSet of simplicial sets has the
following model structure.

• Weak equivalences: maps inducing isomorphisms on all
homotopy groups.

• Fibrations: Kan fibrations, i.e. maps with the right lifting
property with respect to the inclusions Λk

n ↪→ ∆[n].

• Cofibrations: all monomorphisms.
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B.1 homotopies

Both of these examples are often proven to be model cate-
gories by using Quillen’s small object arguments. This technique
can be found in [GS06, DS95, MP11].

In this thesis we often restrict to 1-connected spaces. The
full subcategory Top1 of 1-connected spaces satisfies MC2-MC5:
the 2-out-of-3 property, retract property and lifting properties
hold as we take the full subcategory, factorizations exist as the
middle space is 1-connected as well. Both products and co-
porducts exist. However Top1 does not have all limits and col-
imits.

Remark B.0.14. Let r > 0 and Topr be the full subcategory of r-
connected spaces. The diagrams

∗
∗7→0

++

∗7→1

33 I I
x 7→(x,sin(πx))

,,

x 7→(x,−sin(πx))
22 R2

have no coequalizer and respectively no equalizer in Topr.

b.1 homotopies

So far we have only seen equivalences between objects of the
category. We can, however, also define homotopy relations be-
tween maps (as we are used to in Top). There are two such
construction, which will coincide on nice objects. We will only
state the definitions and important results. One can find proofs
of these results in [DS95]. Throughout this section we silently
work with a fixed model category C.

Definition B.1.1. A cylinder object for an object A is an object
CylA together with maps:

A ⨿ A i−→ CylA
≃−→

p
A,

which factors the folding map idA + idA : A ⨿ A → A (note
that we use MC1 here). The cylinder object is called

• good if i is a cofibration and

• very good if in addition p is a fibration.

Notation B.1.2. The map i consists of two factors, which we
will denote i0 and i1.

Note that we do not require cylinder objects to be functorial.
There can also be more than one cylinder object for A. Cylinder
objects can now be used to define left homotopies.
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B.1 homotopies

Definition B.1.3. Two maps f , g : A → X are left homotopic if
there exists a cylinder object CylA and a map H : CylA → X
such that H ◦ i0 = f and H ◦ i1 = g.

We will call H a left homotopy for f to g and write f∼lr. More-
over, the homotopy is called good (resp. very good) is the cylin-
der object is good (resp. very good).

Note that the relation need not be transitive: consider f∼lg
and g∼lh, then these homotopies may be defined on different
cylinder objects and in general we cannot relate the cylinder
objects. However for nice domains ∼l will be an equivalence
relation.

Lemma B.1.4. If A is cofibrant, then ∼l is an equivalence relation
on HomC(A, X).

Definition B.1.5. We will denote the set of left homotopy classes
as

πl(A, X) = HomC(A, X)/∼l ′,

where ∼l ′ is the equivalence relation generated by ∼l.

Lemma B.1.6. We have the following properties

• If A is cofibrant and p : X → Y a trivial fibration, then

p∗ : πl(A, X)
∼=−→ πl(A, Y).

• If X is fibrant, f∼lg : B → X and we have a map h : A → B,
then

f h∼lgh.

Of course there is a completely dual definition of right homo-
topy, in terms of path objects. All of the above also applies (but
in a dual way).

Definition B.1.7. A path object for an object X is an object PathX
together with maps:

X ≃−→
i

PathX
p−→ X × X,

which factors the diagonal map (idX, idX) : X → X × X. The
path object is called

• good if p is a fibration and

• very good if in addition i is a cofibration.
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B.1 homotopies

Notation B.1.8. The map p consists of two factors, which we
will denote p0 and p1.

Definition B.1.9. Two maps f , g : A → X are right homotopic if
there exists a path object PathX and a map H : A → PathX such
that p0 ◦ H = f and p1 ◦ H = g.

We will call H a right homotopy for f to g and write f∼rr.
Moreover, the homotopy is called good (resp. very good) is the
path object is good (resp. very good).

Lemma B.1.10. If X is fibrant, then ∼r is an equivalence relation on
HomC(A, X).

Definition B.1.11. We will denote the set of left homotopy classes
as

πr(A, X) = HomC(A, X)/∼r ′,

where ∼r ′ is the equivalence relation generated by ∼r.

Lemma B.1.12. We have the following properties

• If X is fibrant and i : A → B a trivial cofibration, then

i∗ : πr(B, X)
∼=−→ πr(A, X).

• If A is cofibrant, f∼rg : A → X and we have a map h : X → Y,
then

h f∼rhg.

The two notions (left resp. right homotopy) agree on nice
objects. Hence in this case we can speak of homotopic maps.

Lemma B.1.13. Let f , g : A → X be two maps and A cofibrant and
X fibrant, then

f∼lg ⇐⇒ f∼rg.

Definition B.1.14. In the above case we say that f and g are
homotopic, this is denoted by f ∼ g. Furthermore we can define
the set of homotopy classes as:

[A, X] = HomC(A, X)/ ∼ .

A map f : A → X between cofibrant-fibrant objects is said
to have a homotopy inverse if there exists g : X → A such that
f g ∼ id and g f ∼ id. We will also call f a strong homotopy
equivalence.

Lemma B.1.15. Let f : A → B be a map between cofibrant-fibrant
objects, then:

f is a weak equivalence ⇐⇒ f is a strong equivalence .
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B.2 the homotopy category

b.2 the homotopy category

Given a model category, we wish to construct a category in
which the weak equivalences become actual isomorphisms. From
an abstract perspective, this would be a localization of categories.
To be precise, if we have a category C with weak equivalences
W, we want a functor γ : C → Ho(C) such that

• for every f ∈ W, the map γ( f ) is an isomorphism and

• Ho(C) is universal with this property. This means that
for every ψ sending weak equivalences to isomorphisms,
we get:

C
γ

//

ψ

&&MM
MMM

MMM
MMM

MM Ho(C)

ψ
��
�
�
�

D

For arbitrary categories and classes of weak equivalences,
such a localization need not exist. But when we have a model
category, we can always construct Ho(C).

Definition B.2.1. The homotopy category Ho(C) of a model cate-
gory C is defined with

• the objects being the objects in C

• the maps between X and Y are

HomHo(C)(X, Y) = [Xco f , f ib, Yco f , f ib].

In [DS95] it is proven that this indeed defines a localization
of C with respect to W. It is good to note that Ho(Top) does
not depend on the class of cofibrations or fibrations.

Note that whenever we have a full subcategory C′ ⊂ C,
where C is a model category, there is a subcategory of the ho-
motopy category: Ho(C′) ⊂ Ho(C). There is no need for a
model structure on the subcategory.

Example B.2.2. The category Ho(Top) has as objects just topo-
logical spaces and homotopy classes between cofibrant replace-
ments (note that every objects is already fibrant). Moreover, if
we restrict to the full subcategory of CW complexes, maps are
precisely homotopy classes between objects.

Homotopical invariants are often defined as functors on Top.
For example we have the n-th homotopy group functor
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B.3 quillen pairs

πn : Top → Grp and the n-th homology group functor
Hn : Top → Ab. But since they are homotopy invariant, they
can be expressed as functors on Ho(Top):

πn : Ho(Top) → Grp Hn : Ho(Top) → Ab.

b.3 quillen pairs

In order to relate model categories and their associated homo-
topy categories we need a notion of maps between them. We
want the maps such that they induce maps on the homotopy
categories.

We first make an observation. Notice that whenever we have
an adjunction F : C ⇄ D : G, finding a lift in the following
diagram on the left is equivalent to finding one in the diagram
on the right.

FA //

��

X

��

FB // Y

A //

��

GX

��

B // GY

So it should not come as a surprise that adjunctions play an
important role in model categories. The useful notion of maps
between model categories is the following.

Definition B.3.1. An adjunction F : C ⇄ D : G between model
categories is a Quillen pair if F preserves cofibrations and G
preserves fibrations.

In this case F is the left Quillen functor and G is the right
Quillen functor.

Notice that by the lifting properties (F, G) is a Quillen pair
if and only if F preserves cofibrations and trivial cofibrations
(or dually G preserves fibrations and trivial fibrations). The
Quillen pairs are important as they induce functors on the ho-
motopy categories.

Theorem B.3.2. If (F, G) is a Quillen pair, then there an induced
adjunction

LF : Ho(catC) ⇄ Ho(D) : RG,

where LF(X) = F(Xco f ) and RG(Y) = G(Y f ib).

Such an adjunction between homotopy categories is an equiv-
alence if the unit and counit are isomorphisms in Ho(C). This
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B.4 homotopy pushouts and pullbacks

means that the following two maps should be weak equiva-
lences in C for all cofibrant X and all fibrant Y

η : X → G(F(X) f ib)

ϵ : F(G(Y)co f ) → Y.

In this case, such a pair of functors is called a Quillen equiva-
lence.

Example B.3.3. The geometric realization and singular functor
form a Quillen equivalence

| − | : sSet ⇄ Top : S(−).

b.4 homotopy pushouts and pullbacks

In category theory we know that colimits (and limits) are unique
up to isomorphism, and that isomorphic diagrams will have
isomorphic colimits (and limits). We would like a similar the-
ory for weak equivalences. Unfortunately the ordinary colimit
(or limit) is not homotopically nice. For example consider the
following two diagrams, with the obvious maps.

S1 //

��

D2

D2

S1 //

��

∗

∗

The diagrams are pointwise weakly equivalent. But the in-
duced map Sn → ∗ on the pushout is clearly not. In this section
we will briefly indicate what homotopy pushouts are (and du-
ally we get homotopy pullbacks).

One direct way to obtain a homotopy pushout is by the use
of Reedy categories [Hov07]. In this case the diagram category
is endowed with a model structure, which gives a notion of
cofibrant diagram. In such diagrams the ordinary pushout is
the homotopy pushout.

Lemma B.4.1. Consider the following pushout diagram. The if all
objects are cofibrant and the map f is a cofibration, then the homotopy
pushout is given by the ordinary pushout.

A //� _

�� ⌜

C

��

B // P
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B.4 homotopy pushouts and pullbacks

There are other ways to obtain homotopy pushouts. A very
general way is given by the bar construction [Rie14].

The important property of homotopy pushout we use in this
thesis is the uniqueness (up to homotopy). In particular we
need the following fact.

Lemma B.4.2. (The cube lemma) Consider the following commuting
diagram, where P and Q are the homotopy pushouts of the back and
front face respectively.

A //

��

""E
EE

E A′

��

  B
BBB

B //

��

B′

��

A′′ //

!!C
CCC

P
  
AA

AA

B′′ // Q

If the three maps A∗ → B∗ are weak equivalences, then so is the map
P → Q.

If we combine this lemma with Lemma B.4.1 we obtain pre-
cisely Lemma 5.2.6 in [Hov07]. We get similar theorems for the
dual case of homotopy pullbacks.
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